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Project summary

Development of a Hybrid Adaptive Input Model Objective Selection 
(HAIMOS) ensemble model to improve solar irradiance (GHI and DNI) 
and cloud cover forecasts. 

• Comprehensive optimization framework: 
• Every aspect of the model (data preprocessing, input selection, etc.) will be 

subject to adaptive optimization to reduce bulk error metrics, predict ramp 
onset, etc.

• Ingestion of new-generation cloud cover products 
• High-resolution rapid refresh satellite images, cloud cover modeling and

forecasting using Large Eddy Simulation) to improve cloud optical depth 
forecast and irradiance forecasts

Goal: Increase the state of the art forecast skill from their present values 
of 10 to 30%. Aim to achieve the 50% forecast skill level consistently for 
both GHI and DNI.
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• Combines innovations in machine 
learning algorithms (deep-learning, 
feature engineering, etc.) with detailed 
physics-based models for cloud cover and 
cloud optical depth forecasts. 

• Integrates information derived from the 
new GOES satellites sensors and cloud 
cover simulations from LES. 

• Spatial and temporal sensing/modeling of 
clouds at much higher resolutions than 
previously available. 



• Typical approach to irradiance forecasts
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• HAIMOS approach
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• HAIMOS approach
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Task Summary for BP1

• Task 1: Selection of training sites and data collection 
• Task 2: Commercial Irradiance Forecasts

• Subtask 2.1: Augment Task 1 database with commercial irradiance 
forecasts

• Subtask 2.2: Real-time access to commercial irradiance forecasts
• Task 3: Improvement of cloud cover forecast

• Subtask 3.1: Improvement of cloud identification accuracy
• Subtask 3.2: Improvement of cloud optical depth estimation
• Subtask 3.3: WRF-Solar simulations 
• Subtask 3.4: Cloud fraction and optical depth forecast

• Task 4: Set up HAIMOS framework 
• Subtask 4.1: Input selection for HAIMOS
• Subtask 4.2: Training and optimization of machine-learning models for 

HAIMOS 
• Subtask 4.3: Developing adaptive protocols for HAIMOS



Task 1 : Selection of training sites and data collection

• Technical approach
1.Collected data from several candidate locations in the CONUS 

(SURFRAD, SOLRAD, UCSD)
2.Data quality control
3.Data normalization using a clear-sky model
4.Computed several metrics to characterize data variability

1. Daily average and standard deviation clear-sky index 
AVG 𝑘𝐼 𝑑 , STD 𝑘𝐼 𝑑

2. Ramp density
3. Persistence model performance

5.Selected 6 sites with diverse irradiance levels of variability 
6.Collected exogenous data for the selected sites



Task 1 : Selection of training sites and data collection

Daily average and standard deviation clear-sky index 
AVG 𝑘𝐼 𝑑 , STD 𝑘𝐼 𝑑

Plots of (AVG 𝑘𝐼 𝑑 , STD 𝑘𝐼 𝑑) for 
three locations in the initial 
dataset. From top to bottom: 
Folsom, CA (FOL), Table Mountain, 
CO (TBL), and Seattle, WA (SEA). 
The left column shows results for 
GHI and the right column the 
results for DNI. Lighter and larger 
dots indicate large concentrations 
of AVG 𝑘𝐼 𝑑 , STD 𝑘𝐼 𝑑 pairs.



Task 1 : Selection of training sites and data collection

Ramp density: probability of the occurrence of large ramps
𝑟𝐼 𝑡 = ത𝑘𝐼 𝑡 + 1hr − ത𝑘𝐼 𝑡

DNI ramp density 
versus GHI ramp 
density for all 
candidate 
locations.



Task 1 : Selection of training sites and data collection

Persistence model performance

RMSE vs MBE for hourly 
DNI forecasts 1 to 6 hours 
ahead of time for the 15 
candidate sites. 
The annotations in the 
right-most curve indicate 
the forecasting horizon. 



Task 1 : Selection of training sites and data collection

Selected sites



Task 2: Commercial Irradiance Forecasts 

• Benchmark HAIMOS against state-of-the-art commercially 
available irradiance forecasts.

• Use CIF as inputs to HAIMOS

• CPR provided historical forecasts (backcasting) that will be used to 
augment the database from Task 1.

CIF forecasts for GHI for 
a five-day period 
(September 8 to 
September 13, 2018) in 
Bondville (BON).
Measured data is plotted 
in black.



Task 2: Commercial Irradiance Forecasts 

• UCSD uses a time-based job scheduler to run a python script that 
uses CPR’s API to retrieve forecasts in real-time.

• The forecasts include 
GHI and DNI with a 15-
minutes temporal 
resolution out to 2 days 
ahead of time.

• The data is then stored 
into a MySQL database.



Task 3: Improvement of cloud cover forecast 

• Spectral Cloud Optical 
Property Estimation (SCOPE)
• couple radiative modeling with 

high-resolution spectral satellite 
imagery

• real-time, accurate estimation of 
cloud optical properties

• Approach: compare outgoing 
longwave radiation (OLR) at the 
top of the atmosphere (TOA) 
from remote sensing and 
radiative modeling.

• Radiative model (Li et al. 
(2018)*) 
• spectrally-resolved and 

computationally efficient radiative 
model
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*Li, Liao and Coimbra (2018) “Spectral model for clear sky atmospheric longwave radiation”



Task 3: Improvement of cloud cover forecast 

SCOPE’s validation
1. Data: 1 complete year (2018) at 

5-minute resolution for seven stations 
(SURFRAD).
Validate against DLW measured at each 
site.

2. Clear-sky identification for SURFRAD 
sites. Compared against CIMSS data

SCOPE’s data in forecasting
• GHI forecasting with estimated cloud 

optical properties from SCOPE

• GHI forecast performance for BON 
(testing set) for the early-morning hours

• Forecasts produced before sunrise.
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Task 4: Set up HAIMOS framework 

• Motivation: Improving the forecast skill and especially the prediction 
during large variability periods depends on the selection of the proper 
inputs available in the search space and machine-learning (ML) 
algorithm

• Technical approach:
1. Input selection

• Feature engineering.
• Selection of the proper inputs available in the search space.
• Input selection based on techniques such as clustering analysis and time series 

correlation analysis.
2. Training and optimization of ML algorithms

• Identification of the best type of nonlinear approximator to map the input data 
into the target irradiance data

• ANNs, kNNs, SVR, non-linear least-squares, Gradient boosting
3. Developing adaptive protocols for HAIMOS

• Continuous training
• Analog training 



Task 4: Set up HAIMOS framework 

• Input selection
• Currently we have ~200 input variables available

• All irradiance data normalized using a clear-sky model

Ground
telemetry

NWP

CIF

Satellite-
modeled data

SCOPE



Task 4: Set up HAIMOS framework 

• Input selection
• Currently we have ~200 input variables available

• All irradiance data normalized using a clear-sky model

Ground
telemetry

NWP

CIF

Satellite-
modeled data

SCOPE

GHI and DNI data
Additional features (averages, STD, …)

COD, cloud height, cloud mask 

Satellite-derived GHI and DNI from a domain 
surrounding target locations (49 nodes)

NAM, HRRR, WRF-Solar, …

GHI and DNI forecasts from CPR



Task 4: Set up HAIMOS framework 

• Input selection
• Currently we have ~200 input variables available

• All irradiance data normalized using a clear-sky model
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• Greedy algorithm

• Test all inputs in terms of bias-
variance metrics

• Selects input that ranks highest

• Iterates over unselected inputs until 
no improvements are observed.



Task 4: Set up HAIMOS framework 

• Input and machine-learning approximator selection is done using a 
genetic algorithm (GA)



Task 4: Set up HAIMOS framework 

• Input and machine-learning approximator selection is done using a 
genetic algorithm (GA)
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1. Number of clusters

2. Inputs used in clustering
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algorithm
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Task 4: Set up HAIMOS framework 
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Once GA converges 
forecasts for new data 
(validation) are created

1. Assign new data to one 
of the clusters

2. Selected the input 
variables and model 
associated with the 
cluster

3. Produce forecast 



Task 4: Set up HAIMOS framework 

• Forecast validation
• 6 selected locations
• July 2017 to Dec 2018 (training from Jan 2016 to June 2017)
• Error metrics

• 𝑛𝑀𝐵𝐸 (%)

• Forecast skill:   𝑠 = 1 −
RMSE(HAIMOS)
RMSE(Persist.)

× 100 (%)

• Daytime only (𝜃𝑠 < 85°)
• Results for periods of larger variability (𝑘𝑡 < 0.9) 



Task 4: Set up HAIMOS framework 

• GHI forecasts
• Hourly values
• 1 to 5 hours 

ahead of time



Task 4: Set up HAIMOS framework 

• Adaptive HAIMOS
• Continuous training
• Analog training 



Task 4: Set up HAIMOS framework 

• DNI forecasts
• Hourly values
• 1 to 5 hours 

ahead of time



Task 4: Set up HAIMOS framework 

• Adaptive HAIMOS
• Continuous training
• Analog training



Next steps

•Optimization of HAIMOS framework
• optimal objective function 
• optimal ensembling
• probabilistic forecast and ramp onset forecast 

•New-generation cloud forecasting tools 
• GOES-16,17 high-resolution cloud cover identification 
• LES cloud cover forecasting 



More information

• Data, reports and additional information available at 
http://coimbra-server3.dynamic.ucsd.edu/doesf2

http://coimbra-server3.dynamic.ucsd.edu/doesf2


Questions?


