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FUNDING BY APPROPRIATION

($K)
FY 2018 FY 2019 FY 2020 FY 2020 Request vs
Enacted Enacted Request FY 2019 Enacted
Department of Energy Budget by Appropriation $ | %
Energy and Water Development, and Related Agencies
Energy Programs
Energy Efficiency and Renewable Energy 2,321,778 2,379,000 343,000 -2,036,000 -85.6%
Electricity Delivery and Energy Reliability 261,329 0 0 0 N/A
Electricity 0 156,000 182,500 +26,500 +17.0%
Cybersecurity, Energy Security, and Emergency Response 0 120,000 156,500 +36,500 +30.4%
Nuclear Energy 1,205,056 1,326,090 824,000 -502,090 -37.9%
Fossil Energy Programs
Fossil Energy Research and Development 726,817 740,000 562,000 -178,000 -24.1%
Naval Petroleum and Oil Shale Reserves 4,900 10,000 14,000 +4,000 +40.0%
Strategic Petroleum Reserve 260,716 235,000 174,000 -61,000 -26.0%
Strategic Petroleum Account 8,400 10,000 27,000 +17,000 +170.0%
Northeast Home Heating Oil Reserve 6,500 10,000 0 -10,000 -100.0%
Total, Fossil Energy Programs 1,007,333 1,005,000 777,000 -228,000 -22.7%
Uranium Enrichment Decontamination and Decommissioning (D&D) Fund 840,000 841,129 715,112 -126,017 -15.0%
Energy Information Administration 125,000 125,000 118,000 -7,000 -5.6%
Non-Defense Environmental Cleanup 298,400 310,000 247,480 -62,520 -20.2%
Science 6,259,903 6,585,000 5,545,972 -1,039,028 -15.8%
Advanced Research Projects Agency - Energy 353,314 366,000 -287,000 -653,000 -178.4%
Nuclear Waste Disposal (26M in DNWF 050) 0 0 90,000 +90,000 N/A
Departmental Administration 189,652 165,858 117,545 -48,313 -29.1%
Indian Energy Policy and Programs 0 18,000 8,000 -10,000 -55.6%
Inspector General 49,000 51,330 54,215 +2,885 +5.6%
International Affairs 0 0 36,100 +36,100 N/A
Title 17 - Innovative Technology Loan Guarantee Program 30,892 13,000 -160,659 -173,659 -1,335.8%
Advanced Technology Vehicles Manufacturing Loan Program 5,000 5,000 0 -5,000 -100.0%
Tribal Energy Loan Guarantee Program 1,000 1,000 -8,500 -9,500 -950.0%
Total, Energy Programs 12,947,657 13,467,407 8,759,265 -4,708,142 -35.0%
Atomic Energy Defense Activities
National Nuclear Security Administration
Federal Salaries and Expenses 407,595 410,000 434,699 +24,699 +6.0%
Weapons Activities 10,642,138 11,100,000 12,408,603  +1,308,603 +11.8%
Defense Nuclear Nonproliferation 1,999,219 1,930,000 1,993,302 +63,302 +3.3%
Naval Reactors 1,620,000 1,788,618 1,648,396 -140,222 -7.8%
Total, National Nuclear Security Administration 14,668,952 15,228,618 16,485,000  +1,256,382 +8.3%
Environmental and Other Defense Activities
Defense Environmental Cleanup 5,988,048 6,024,000 5,506,501 -517,499 -8.6%
Other Defense Activities 840,000 860,292 1,035,339 +175,047 +20.3%
Defense Nuclear Waste Disposal (90M in 270 Energy) 0 0 26,000 +26,000 N/A
Total, Environmental and Other Defense Activities 6,828,048 6,884,292 6,567,840 -316,452 -4.6%
Total, Atomic Energy Defense Activities 21,497,000 22,112,910 23,052,840 +939,930 +4.3%
Power Marketing Administrations
Southeastern Power Administration 0 0 0 0 N/A
Southwestern Power Administration 11,400 10,400 10,400 0 N/A
Western Area Power Administration 93,372 89,372 89,196 -176 -0.2%
Falcon and Amistad Operating and Maintenance Fund 228 228 228 0 N/A
Colorado River Basins Power Marketing Fund -23,000 -23,000 -21,400 +1,600 +7.0%
Total, Power Marketing Administrations 82,000 77,000 78,424 +1,424 +1.8%
Federal Energy Regulatory Commission (FERC) 0 0 0 0 N/A
Subtotal, Energy and Water Development, and Related Agencies 34,526,657 35,657,317 31,890,529 -3,766,788 -10.6%
Excess Fees and Recoveries, FERC -9,000 -16,000 -16,000 0 N/A
Title XVII Loan Guarantee Program Section 1703 Negative Credit Subsidy Receipt 0 -107,000 -15,000 +92,000 +86.0%
Sale of Northeast Gas Reserve 0 0 -130,000 -130,000 N/A
Sale of Northeast Home Heating Oil Reserve 0 0 -27,000 -27,000 N/A
Total, Funding by Appropriation 34,517,657 35,534,317 31,702,529 -3,831,788 -10.8%
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Science
Proposed Appropriation Language

For Department of Energy expenses including the purchase, construction, and acquisition of plant and capital equipment,
and other expenses necessary for science activities in carrying out the purposes of the Department of Energy Organization
Act (42 U.S.C. 7101 et seq.), including the acquisition or condemnation of any real property or facility or for plant or facility
acquisition, construction, or expansion, and purchase of not more than [16] 33 passenger motor vehicles including one bus,
[and one airplane for replacement only, $6,585,000,000] $5,545,972,000, to remain available until expended: Provided, That
of such amount, [$183,000,000] $183,000,000 shall be available until September 30, [2020]2021, for program direction.
(Energy and Water Development and Related Agencies Appropriations Act, 2019.)

Explanation of Change

Proposed appropriation language updates reflect the funding and replacement of passenger motor vehicle levels and
removes the airplane replacement.

Public Law Authorizations

Science:

= Public Law 95-91, “Department of Energy Organization Act”, 1977

= Public Law 102-486, “Energy Policy Act of 1992"

=  Public Law 108-153, “215t Century Nanotechnology Research and Development Act 2003”
= Public Law 108-423, “ Department of Energy High-End Computing Revitalization Act of 2004”
=  Public Law 109-58, “Energy Policy Act of 2005”

= Public Law 110-69, “America COMPETES Act of 2007”

= Public Law 111-358, “America COMPETES Reauthorization Act of 2010”

=  Public Law 115-246, “American Super Computing Leadership Act of 2017”

=  Public Law 115-246, “Department of Energy Research and Innovation Act”, 2018

=  Public Law 115-368, “National Quantum Initiative Act”, 2018

Nuclear Physics:
= Public Law 101-101, “1990 Energy and Water Development Appropriations Act,” establishing the Isotope Production

and Distribution Program Fund
= Public Law 103-316, “1995 Energy and Water Development Appropriations Act,” amending the Isotope Production and
Distribution Program Fund to provide flexibility in pricing without regard to full-cost recovery

Workforce Development for Teachers and Scientists:
= Public Law 101-510, “DOE Science Education Enhancement Act of 1991”
= Public Law 103-382, “The Albert Einstein Distinguished Educator Fellowship Act of 1994”
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Science
(dollars in thousands)

| FY 2018 Enacted | FY 2019 Enacted | FY 2020 Request

| $6,259,903 | $6,585,000 | $5,545,972

Overview

The Office of Science’s (SC) mission is to deliver scientific discoveries and major scientific tools to transform our
understanding of nature and advance the energy, economic and national security of the United States. SC is the Nation’s
largest Federal sponsor of basic research in the physical sciences and the lead Federal agency supporting fundamental
scientific research for our Nation’s energy future.

SC accomplishes its mission and advances national goals by supporting:

= The frontiers of science—exploring nature’s mysteries from the study of fundamental subatomic particles, atoms, and
molecules that are the building blocks of the materials of our universe and everything in it to the DNA, proteins, and
cells that are the building blocks of life. Each of the programs in SC supports research probing the most fundamental
disciplinary questions.

= The 21* Century tools of science—providing the nation’s researchers with 27 state-of-the-art national scientific user
facilities - the most advanced tools of modern science - propelling the U.S. to the forefront of science, technology
development, and deployment through innovation.

= Science for energy and the environment—paving the knowledge foundation to spur discoveries and innovations for
advancing the Department’s mission in energy and environment. SC supports a wide range of funding modalities from
single principal investigators to large team-based activities to engage in fundamental research on energy production,
conversion, storage, transmission, and use, and on our understanding of the earth systems.

SCis an established leader of the U.S. scientific discovery and innovation enterprise. Over the decades, SC investments and
accomplishments in basic research and enabling research capabilities have provided the foundations for new technologies,
businesses, and industries, making significant contributions to our nation’s economy, national security, and quality of life.
Select scientific accomplishments in FY 2018 enabled by the SC programs are described in the program budget narratives.
Additional descriptions of recent science discoveries can be found at http://science.energy.gov/news/highlights.

Highlights and Major Changes in the FY 2020 Request

The FY 2020 Request for SC is $5,546 million, a decrease of 15.8 percent, below the FY 2019 Enacted level, to implement the
Administration’s objectives for advancing U.S. science and technology and making the Nation prosperous and strong?. The
FY 2020 Request supports a balanced research portfolio of basic scientific research probing some of the most fundamental
guestions in areas such as: high energy, nuclear, and plasma physics; materials and chemistry; biological and environmental
systems; applied mathematics; next generation high-performance computing and simulation capabilities; and basic research
for advancement in new energy technologies. The Request includes investments in a coordinated, multidisciplinary research
effort in quantum information sciences (QIS) in support of the National Quantum Initiative, data-driven science enabled by
artificial intelligence (Al) and machine learning (ML), next-generation microelectronics, genomic sciences to inform
biosecurity research, and critical scientific infrastructure needs at DOE laboratories. The Request supports SC’s basic
research portfolio, which includes extramural grants and contracts supporting over 22,000 researchers located at over 300
institutions and the 17 DOE national laboratories, spanning all fifty states and the District of Columbia. In FY 2020, SC’s suite
of 27 scientific user facilities will continue to provide unmatched tools and capabilities for over 32,000 users per year from
universities, national laboratories, industry, and international partners. The Request will also support the construction of
new user facilities and the R&D necessary for future facilities and facility upgrades to continue to provide world class
research capabilities to U.S. researchers. SC allocates Working Capital Fund charges for common administrative services to
the research programs and the Program Direction account.

2 M-18-22, OMB/OSTP Memo: FY 2020 Administration R&D Budget Priorities (American Leadership in Artificial Intelligence, Quantum Information Sciences,
and Strategic Computing, American Energy Dominance, Security of the American People, Managing and Modernizing R&D Infrastructure, and Training a
Workforce for the 215t Century.)
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Highlights of the FY 2020 Request by Program Office include:

= Advanced Scientific Computing Research (ASCR) supports research to discover, develop, and deploy computational and
networking capabilities to analyze, model, simulate, and predict complex phenomena important to the DOE and the
United States. The ASCR Request of $920.9 million, is a decrease of $14.6 million, or 1.6 percent, below the FY 2019
Enacted level. The Request supports the Department’s Exascale Computing Initiative (ECI) and will enable delivery of at
least one exascale-capable system in calendar year 2021—reasserting U.S. leadership in this critical area. Within ASCR,
ECI consists of two components, Office of Science Exascale Computing Project (SC-ECP), which supports the research
and development focused on addressing the challenges of exascale and the second component, preparations for the
deployment of at least one exascale system at an ASCR Leadership Computing Facility (LCF) in calendar year 2021. To
ensure continued progress during and after the ECI, this Request prioritizes basic research for ML/Al with a focus on
foundational research and data intensive science and on future computing technologies. The Request maintains
support for ASCR’s Computational Partnerships with a focus on developing strategic partnerships in quantum
computing. ASCR will partner with the Offices of Basic Energy Sciences and High Energy Physics to establish at least one
multi-disciplinary QIS center to promote basic research and early stage development to accelerate the advancement of
QIS through vertical integration between systems and theory and hardware and software. The Request also provides
strong support for ASCR user facilities operations to ensure the availability of high performance computing and
networking to the scientific community and upgrades to maintain U.S. leadership in these essential areas. Funding for
the LCF’s is increased to continue site preparations and non-recurring engineering activities to deploy an exascale
system at the Argonne Leadership Computing Facility (ALCF) in calendar year 2021 and for a second architecturally
distinct exascale system at the Oak Ridge Leadership Computing Facility (OLCF) to be deployed in the calendar year
2021-2022 timeframe. Both facilities will provide testbed resources to the SC-ECP to test and scale application codes
and continuously test and deploy software technologies. The FY 2020 Request also supports the operations of the 200
petaflop (pf) Summit system at OLCF, and the 8.5 pf Theta system at the ALCF for existing users while the ALCF upgrade
project continues. The National Energy Research Scientific Computing Center (NERSC) will operate the 30 pf Cori
supercomputer, and funding will support the final site and early application preparations for NERSC-9. Increased funds
will support continued operations of the Energy Sciences Network (ESnet) and the ESnet-6 upgrade to address the
rapidly growing volume of scientific data transmission.

=  Basic Energy Sciences (BES) supports fundamental research to understand, predict, and ultimately control matter and
energy at the electronic, atomic, and molecular levels to provide foundations for new energy technologies. The BES
Request of $1,858.3 million is a decrease of $307.7 million, or 14.2 percent, below the FY 2019 Enacted level. The
FY 2020 Request focuses resources toward early-stage fundamental research, the operation and maintenance of a
complementary suite of scientific user facilities, and the highest priority facility upgrades. The highest priorities in core
research are QIS, next-generation microelectronics, and data analytics and machine learning for data-driven science.
BES will partner with the ASCR and High Energy Physics programs to establish at least one multi-disciplinary QIS center
to promote basic research and early stage development to accelerate the advancement of QIS through vertical
integration between systems and theory and hardware and software. The Request increases funding for the Energy
Frontier Research Centers (EFRCs) with a planned solicitation in FY 2020 to expand the EFRC portfolio in topical areas of
the highest priority to the Department, including QIS and microelectronics, and recompeting funding for science
relevant to the Department’s environmental management mission. The Request continues support for computational
materials and chemical sciences to deliver shared software infrastructure to the research communities as part of the
ECI, and supports the Batteries and Energy Storage Energy Innovation Hub. The Fuels from Sunlight Energy Innovation
Hub will complete its second five-year term with FY 2019 funding. FY 2020 funding is requested for continued support
of early-stage fundamental research on solar fuels generation that builds on the Hub’s unique capabilities and
accomplishments to date. An open competition will solicit research to address emerging new directions as well as long-
standing challenges in this transformational area of energy science. The Request also provides funds for the DOE
Established Program to Stimulate Competitive Research (EPSCoR). BES maintains a balanced suite of complementary
tools, including supporting Linac Coherent Light Source (LCLS) operations, which will resume in the second quarter of
FY 2020 after completion of installation of LCLS-1l accelerator components. The Request supports about 87 percent of
optimal operations in FY 2020 at the four remaining x-ray facilities, both BES-supported neutron sources, and five
nanoscale science research centers (NSRC). Funding for the Advanced Photon Source Upgrade project continues per the
project plan. The Request includes funds for the Advanced Light Source Upgrade project, the Linac Coherent Light
Source-ll High Energy (LCLS-II-HE) project, and the Proton Power Upgrade and the Second Target Station projects at the
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Spallation Neutron Source. The FY 2020 Request includes two new Major Item of Equipment projects: the NSLS-II
Experimental Tools-Il (NEXT-11) project to continue the phased build-out of beamlines at NSLS-1l and the NSRC
Recapitalization project.

=  Biological and Environmental Research (BER) supports transformative science and scientific user facilities to achieve a
predictive understanding of complex biological, earth, and environmental systems for energy and infrastructure
security, independence, and prosperity. The BER Request of $494.4 million is a decrease of $210.6 million, or 29.9
percent, below the FY 2019 Enacted level. The FY 2020 Request implements Administration priorities for early-stage
fundamental research focused on biological and earth and environmental systems that will contribute to a future of
stable, reliable, and secure sources of American energy and advance transformative science for economic prosperity.
The FY 2020 Request for Biological Systems Science supports core research areas of Genomic Sciences, including new
efforts in secure biosystems design, particularly genome-scale engineering tools, ongoing activities in systems biology
and environmental genomics, and fully supports the third year of the recompeted four DOE Bioenergy Research Centers
(BRCs). The BRCs continue to perform new fundamental research underpinning the production of fuels and chemicals
from sustainable biomass resources and the building blocks of new technological advances for translation of basic
research results to industry. Extended secure biosystems design activities will test the fundamental engineering
principles that control plant and microbial systems, with a specific goal of enhancing the stability, resilience, and
controlled performance of engineered biological systems. Biomolecular Characterization and Imaging Science research
will continue to support structural, spatial, and temporal understanding of functional biomolecules and processes
occurring within living cells. New efforts in QIS imaging and sensing approaches will expand experimental observation
capabilities to advance systems-level predictive understanding of biological processes. In the Earth and Environmental
Systems Sciences subprogram, the Request focuses on continuing to prioritize development of the DOE high-resolution
earth system model and for model diagnostics and intercomparisons and associated data management. The Request
supports operations of BER’s three scientific user facilities: the DOE Joint Genome Institute (JGI), the Environmental
Molecular Sciences Laboratory, and the Atmospheric Radiation Measurement Research Facility (ARM). JGI operations
are reduced to accommodate the FY 2020 move into the Integrative Genomics Building on the Lawrence Berkeley
National Laboratory campus. The ARM user facility will continue to develop the aerial capability acquired in FY 2019.

=  fusion Energy Sciences (FES) supports research to expand the fundamental understanding of matter at very high
temperatures and densities and to build the scientific foundation needed to develop a fusion energy source. The FES
FY 2020 Request of $402.8 million is a decrease of $161.3 million, or 28.6 percent, below the FY 2019 Enacted level. The
FY 2020 Request prioritizes keeping SC fusion user facilities world-leading, investing in FES related high performance
computing and preparing for exascale, exploring the potential of QIS and ML, supporting high-impact research in fusion
materials, strengthening collaborations that enable access to international facilities with unique capabilities, learning
how to predict and control transient events in fusion plasmas, continuing stewardship of discovery plasma science, and
increasing partnership opportunities with the private sector. FES investments in DIII-D facility operations focus on
utilizing the facility enhancements implemented during the FY 2018 — FY 2019 Long Torus Opening; the Request
supports 13 weeks of research operations, which is 65 percent of optimal operations, along with machine
improvements needed for new research capabilities. In FY 2020, the NSTX-U facility is down for recovery and repair; the
Request for NSTX-U Operations will support high-priority activities to implement repairs and corrective actions required
to achieve research operations, as well as to increase machine reliability. In addition, the Request includes funding for
enhanced collaborative research at other facilities to support NSTX-U research program priorities. In FY 2020, the FES
SciDAC portfolio, in partnership with ASCR, will continue to address challenges in burning plasma science, with
emphasis on integration and whole-device modeling capability, as well as strengthening readiness for the Exascale era.
In addition, research efforts focusing on emerging technologies with transformational potential, such as ML/AIl and
computing aspects of QIS, will be enhanced. The FY 2020 Request will continue support for leveraged research
opportunities by U.S. scientists on international superconducting tokamaks, stellarators, and other facilities with unique
capabilities, and core discovery plasma science experiments on intermediate-scale collaborative facilities. Funding is
requested for the Materials-Plasma Exposure eXperiment MIE project, which is expected to be baselined in FY 2020 and
will be a world-leading facility for steady-state, high-heat-flux testing of fusion materials. The Request supports the
initiation of a line-item construction project for a significant upgrade to the Matter in Extreme Conditions instrument at
the LCLS facility at SLAC National Accelerator Laboratory to support research in high energy density laboratory plasmas.
The Request also supports research conducted on medium-scale laser facilities through the new LaserNetUS network,
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and explores research opportunities of high energy density science for QIS. The FY 2020 Request includes funding for
continued design and fabrication of the highest priority “in-kind” hardware systems for ITER.

= High Energy Physics (HEP) supports research to understand how the universe works at its most fundamental level by
discovering the most elementary constituents of matter and energy, probing the interactions among them, and
exploring the basic nature of space and time itself. The FY 2020 Request of $768.0 million is a decrease of $212 million,
or 21.6 percent, below the FY 2019 Enacted level. The FY 2020 Request will focus support on the highest priority
elements identified in the 2014 High Energy Physics Advisory Panel Particle Physics Project Prioritization Panel (P5)
Report. Support for Research will prioritize efforts that address the science drivers of particle physics, as identified in
the P5 report, and enable early and visible science results from HEP project investments. R&D that requires long-term
investments, including Advanced Technology R&D, Accelerator Stewardship, and cross-cutting efforts in QIS and Al/ML
to accelerate discovery in particle physics, will also be given higher priority in order to sustain world-leading efforts and
support Office of Science priorities. HEP will partner with ASCR and BES to establish at least one multi-disciplinary QIS
center to promote basic research and early stage development to accelerate the advancement of QIS through vertical
integration between systems and theory and hardware and software. The P5 report identified the High-Luminosity
Large Hadron Collider (HL-LHC) accelerator and A Toroidal LHC Apparatus (ATLAS) and Compact Muon Solenoid (CMS)
Detector Upgrade Projects as the highest priority in the near-term, and Long-Baseline Neutrino Facility and Deep
Underground Neutrino Experiment (LBNF/DUNE) as the highest-priority large project in its timeframe. To continue our
strong international partnership with CERN, the FY 2020 Request will support these high-priority projects. The Request
continues support for LBNF/DUNE, including upgrades to the Sanford Underground Research Facility (SURF) to meet
DOE expectations of reliable, efficient, and safe operations during the construction of LBNF/DUNE and its subsequent
data-taking phase. The Request supports R&D to reduce technical risk for the planned Proton Improvement Plan Il (PIP-
I1) construction project. Eight HEP projects will be completely funded by FY 2020: the Dark Energy Spectrographic
Instrument (DESI), Facility for Advanced Accelerator Experimental Tests Il (FACET-II), LHC ATLAS Detector Upgrade, LHC
CMS Detector Upgrade, Large Synoptic Survey Telescope camera (LSSTcam), Large Underground Xenon (LUX)-ZonEd
Proportional scintillation in Liquid Noble gases (ZEPLIN) experiment (LZ), Muon to Electron Conversion Experiment
(Mu2e), and the Super Cryogenic Dark Matter Search at Sudbury Neutrino Observatory Laboratory (SuperCDMS-
SNOLAB). DESI, FACET-II, LZ, Mu2e, and SuperCDMS-SNOLAB projects received final project funds in FY 2019. The
FY 2020 Request will support technology R&D and pre-conceptual design studies for the next generation Cosmic
Microwave Background (CMB-S4) experiment, recommended by P5. The Request will also support the operation of the
Fermi National Accelerator Laboratory Accelerator Complex at 88 percent of optimal, and will support the new Fermilab
Kautz Road Sub-Station Radial Feed Electrical Upgrade General Plant Project, which will upgrade or replace existing
electrical feeders to improve reliability, increase system capacity, and bring the service up to modern standards.

= Nuclear Physics (NP) supports experimental and theoretical research to discover, explore, and understand all forms of
nuclear matter. The FY 2020 Request of $624.9 million is a decrease of $65.1 million, or 9.4 percent, below the FY 2019
Enacted level. The FY 2020 Request will support the highest priority research and scientific user facilities to maintain
U.S. leadership in nuclear science. The FY 2020 Request supports operations of the Relativistic Heavy lon Collider (RHIC)
to confirm the origin of intriguing new phenomena observed in quark gluon plasma formation, and continues support
for the Strongly Pioneering High Energy Nuclear Interaction eXperiment (sPHENIX) MIE, which will further explore the
properties of the quark gluon plasma. Operations support for the recently updated 12 GeV Continuous Electron Beam
Accelerator Facility (CEBAF) will enable the highly anticipated science program to make progress towards unraveling the
mechanism of quark confinement. The Request supports a new General Purpose Plant project to build and install the
critically needed End Station Refrigerator to mitigate end-of-life risk of current equipment and provide required
additional capacity for future experiments. At Argonne National Lab, the Request also supports the operations of the
Argonne Tandem Linac Accelerator System (ATLAS) to provide opportunities for research in nuclear structure and
nuclear astrophysics. The Request will support the continued construction of the Facility for Rare Isotope Beams (FRIB)
according to the performance baseline profile, and continues support for the Gamma-Ray Energy Tracking Array
(GRETA) detector for FRIB. In FY 2020, three additional MIEs are initiated: the High Rigidity Spectrometer (HRS) for FRIB,
which will maximize FRIB’s ability to study heavy, neutron-rich nuclei thought to be central to the production of heavy
elements in the cosmos, the Measurement of a Lepton-Lepton Electroweak Reaction (MOLLER) experiment, which will
search for physics beyond our present understanding by measuring parity-violation in electron-electron scattering with
the 12 GeV CEBAF machine; and the Ton-Scale Neutrino-less Double Beta Decay (NLDBD) Experiment, which will
determine whether the neutrino is its own antiparticle. Funding is requested in FY 2020 for the start of R&D and
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conceptual design for a proposed U.S.-based Electron lon Collider. The FY 2020 Request increases support for the DOE
Isotope Program to produce, and develop cutting-edge approaches for producing, critical isotopes in short supply. The
Request also continues the Stable Isotope Production Facility (SIPF) MIE project and initiates an AIP project for the
harvesting of isotopes at FRIB. The FY 2020 Request initiates a new construction project for the U.S. Stable Isotope
Production and Research Center to produce critical enriched stable isotopes in short supply and mitigate U.S.
dependence on foreign supply. The Request for Research supports university and laboratory researchers to nurture
critical core competencies and enable the highest priority theoretical and experimental activities to target compelling
scientific opportunities at the frontier of nuclear science, including investments in QIS efforts in collaboration with
other SC programs, the development of quantum sensors based on atomic-nuclear interactions and quantum control
techniques, and the production of stable isotopes for next generation quantum information systems.

Reorganization and Restructure Initiative

SC continues to review its functions and the organizational structure to maximize efficiencies across all programs in an
attempt to reduce and streamline the Federal footprint. Through workforce analysis and restructuring, we will continue to
review, analyze and prioritize mission requirements and identify those organizations and functions most in line with the
Administration and Department program objectives and SC strategic goals. SC has begun the implementation of a
restructuring of the Field and mission support components following approval by the Secretary of Energy in November
2018. This restructuring merges two geographical separate service centers (Chicago and Oak Ridge) into a functionally
consolidated center and consolidates corporate functions to improve consistency in operations, and pilots the merging of
two SC federal site offices at national laboratories in the same geographic area (Lawrence Berkeley National Laboratory Site
Office and the SLAC Site Office), both located in the San Francisco Bay area. This reorganization maximizes efficiencies across
all SC field components programs and will reduce and streamline the Federal footprint. Through workforce analysis and
restructuring, SC reviewed, analyzed and prioritized mission requirements and identified those organizations and functions
most in line with the Administration and Department program objectives and SC strategic goals. Using available human
capital workforce reshaping tools, SC has focused on functional consolidation, elimination of positions, and hiring limitations
to achieve necessary results.

Basic and Applied R&D Coordination

Coordination between the Department’s basic research and applied technology programs is a high priority within DOE and is
facilitated through joint planning meetings, technical community workshops, annual contractor/awardee meetings, joint
research solicitations, focused DOE program office working groups in targeted research areas, and collaborative program
management of DOE’s Small Business Innovation Research and Small Business Technology Transfer programs. Co-funding of
research activities and facilities at the DOE National Laboratories and partnership/collaboration-encouraging funding
mechanisms facilitate research integration within the basic and applied research communities. SC’s R&D coordination also
occurs at the interagency level. Specific collaborative activities are highlighted in the “Basic and Applied R&D Coordination”
sections of each individual SC program budget justification narrative.

High-Risk, High-Reward Research?®

SC incorporates high-risk, high-reward, basic research elements in all of its research portfolios; each SC research program
considers a significant proportion of its supported research as high-risk, high-reward. Because advancing the frontiers of
science also depends on the continued availability of state-of-the-art scientific facilities, SC constructs and operates national
scientific facilities and instruments that comprise the world’s most sophisticated suite of research capabilities. SC’s basic
research is integrated within program portfolios, projects, and individual awards; as such, it is not possible to quantitatively
separate the funding contributions of particular experiments or theoretical studies that are high-risk, high-reward from
other mission-driven research in a manner that is credible and auditable. SC incorporates high-risk, high-reward basic
research elements in its research portfolios to drive innovation and challenge current thinking, using a variety of
mechanisms to develop topics: Federal advisory committees, triennial Committees of Visitors, program and topical
workshops, interagency working groups, National Academies’ studies, and special SC program solicitations. Many of these
topics are captured in formal reports, e.g., Basic Research Needs for Microelectronics, joint BES, ASCR, and HEP workshop
(2018); Basic Research Needs for Scientific Machine Learning; Core Technologies for Artificial Intelligence, ASCR workshop
(2018)®; Building for Discovery: Strategic Plan for U.S. Particle Physics in the Global Context, by the High Energy Physics

2 In compliance with the reporting requirements in the America COMPETES Act of 2007 (P.L. 110-69, section 1008)
b https://science.energy.gov/ascr/community-resources/program-documents/
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Advisory Panel (2014)?; Quantum Computing Testbed for Science, ASCR workshop report (2017)®; Basic Energy Science
Roundtable: Opportunities for Basic Research for Quantum Computing in Chemical and Materials Sciences, Basic Energy
Sciences workshop report (2017); Basic Energy Science Roundtable: Opportunities for Basic Research for Next-Generation
Quantum Systems, Basic Energy Sciences workshop report (2017)¢; Challenges at the Frontiers of Matter and Energy:
Transformative Opportunities for Discovery Science, by BES Advisory Committee (2015)%; Basic Research Needs Workshop on
Quantum Materials for Energy Relevant Technology, BES workshop report (2016)¢; Grand Challenges for Biological and
Environmental Research: Progress and Future Vision, by the BER Advisory Committee (2017)f; Technologies for
Characterizing Molecular and Cellular Systems, BER workshop report (2016)8; Plasma: at the Frontier of Scientific Discovery,
FES workshop report (2017)"; Isotope Research and Production Opportunities and Priorities, by the Nuclear Science Advisory
Committee (NSAC) (2015)%; and Nuclear Physics Long Range Plan, by the NSAC (2015)’

Scientific Workforce

For more than 60 years SC and its predecessors have fostered the training of a highly skilled scientific workforce. In addition
to the undergraduate and graduate research opportunities provided through SC’s Office of Workforce Development for
Teachers and Scientists, the six SC research program offices train undergraduates, graduate students, and postdoctoral
researchers through sponsored research awards at universities and the DOE National Laboratories. The research program
offices also support targeted undergraduate and graduate-level experimental training in areas associated with scientific user
facilities and not readily available in university academic departments, such as particle accelerator and detector physics,
neutron and x-ray scattering, nuclear chemistry, and computational sciences at the leadership computing level. To help
attract critical talent, SC supports the Early Career Research Program, which funds individual research programs by
outstanding Ph.D. scientists early in their careers in the disciplines supported by SCX. To retain highly skilled researchers by
rewarding scientific excellence and leadership, SC initiated the Distinguished Scientist Fellows opportunity to recognize
innovative and accomplished DOE laboratory staff and sponsoring their efforts to develop, sustain, and promote scientific
and academic excellence in SC research through collaborations between institutions of higher education and national
laboratories. SC coordinates with other DOE offices and other agencies on best practices for training programs and program
evaluation through internal DOE working groups and active participation in the National Science and Technology Council’s
Committee on Science, Technology, Engineering, and Mathematics Education. SC also participates in the American
Association for the Advancement of Science’s Science & Technology Policy Fellowships program and the Presidential
Management Fellows Program to bring highly qualified scientists and professionals to DOE headquarters for a maximum
term of two years.

Cybersecurity

DOE is engaged in two categories of cyber-related activities: protecting the DOE enterprise from a range of cyber threats
that can adversely impact mission capabilities and improving cybersecurity in the electric power subsector and the oil and
natural gas subsector. SC supports the Cybersecurity Departmental Crosscut, which includes central coordination of the
strategic and operational aspects of cybersecurity and facilitates cooperative efforts such as the Joint Cybersecurity
Coordination Center for incident response, and the implementation of Department-wide Identity, Credentials, and Access
Management.

2 http://science.energy.gov/~/media/hep/hepap/pdf/May%202014/FINAL_P5_Report_Interactive_060214.pdf

b https://science.energy.gov/~/media/ascr/pdf/programdocuments/docs/2017/QTSWReport.pdf

¢ https://science.energy.gov/~/media/bes/pdf/reports/2018/Quantum_computing.pdf;
https://science.energy.gov/~/media/bes/pdf/reports/2018/Quantum_systems.pdf

9 http://science.energy.gov/~/media/bes/besac/pdf/Reports/CFME_rpt_print.pdf

¢ https://science.energy.gov/~/media/bes/pdf/reports/2016/BRNQM_rpt_Final_12-09-2016.pdf

f https://science.energy.gov/~/media/ber/berac/pdf/Reports/BERAC-2017-Grand-Challenges-Report.pdf

& http://science.energy.gov/~/media/ber/pdf/workshop%20reports/VirtualEcosystems.pdf

M https://science.energy.gov/~/media/fes/pdf/program-news/Frontiers_of Plasma_Science_Final_Report.pdf

" https://science.energy.gov/~/media/ber/pdf/community-resources/Technologies_for_Characterizing_Molecular_and_Cellular_Systems.pdf

I https://science.energy.gov/np/nsac/reports/

K https://science.energy.gov/early-career/
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Science
Funding by Congressional Control

(dollars in thousands)

FY 2020 Request vs

FY 2018 Enacted FY 2019 Enacted

FY 2019 Enacted FY 2020 Request

Advanced Scientific Computing Research

Research 605,000 702,794 732,153 +29,359
17-SC-20, Office of Science Exascale Computing Project (SC-ECP) 205,000 232,706 188,735 -43,971
Total, Advanced Scientific Computing Research 810,000 935,500 920,888 -14,612
Basic Energy Sciences
Research 1,744,900 1,757,700 1,675,285 -82,415
Construction
19-SC-14, Second Target Station (STS), ORNL — 1,000 1,000 —
18-SC-10, Advanced Photon Source Upgrade (APS-U), ANL 93,000 130,000 150,000 +20,000
18-SC-11, Spallation Neutron Source Proton Power Upgrade (PPU), ORNL 36,000 60,000 5,000 -55,000
18-SC-12, Advanced Light Source Upgrade (ALS-U), LBNL (19-SC-10) 16,000 60,000 13,000 -47,000
18-SC-13, Linac Coherent Light Source-lI-High Energy (LCLS-1I-HE), SLAC 8,000 28,000 14,000 114,000
(19-SC-11)
13-SC-10, Linac Coherent Light Source-II (LCLS-II), SLAC 192,100 129,300 — -129,300
Total, Construction 345,100 408,300 183,000 -225,300
Total, Basic Energy Sciences 2,090,000 2,166,000 1,858,285 -307,715
Biological and Environmental Research 673,000 705,000 494,434 -210,566
Fusion Energy Sciences
Research 410,111 432,000 294,750 -137,250
Construction
20-SC-61, Matter in Extreme Conditions (MEC) Petawatt Upgrade — — 1,000 +1,000
14-SC-60, U.S. Contributions to ITER 122,000 132,000 107,000 -25,000
Total, Construction 122,000 132,000 108,000 -24,000
Total, Fusion Energy Sciences 532,111 564,000 402,750 -161,250

Science
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High Energy Physics
Research
Construction
18-SC-42, Proton Improvement Plan Il (PIP-11), FNAL

11-SC-40, Long Baseline Neutrino Facility/Deep Underground Neutrino

Experiment (LBNF/DUNE), FNAL
11-SC-41, Muon to Electron Conversion Experiment, FNAL
Total, Construction
Total, High Energy Physics

Nuclear Physics
Operation and Maintenance
Construction
20-SC-51, U.S. Stable Isotope Production and Research Center, ORNL
14-SC-50, Facility for Rare Isotope Beams, MSU
Total, Construction
Total, Nuclear Physics

Workforce Development for Teachers and Scientists

Science Laboratories Infrastructure

Infrastructure Support
Payment in Lieu of Taxes
Oak Ridge Landlord
Facilities and Infrastructure
Oak Ridge Nuclear Operations

Total, Infrastructure Support

Construction
20-SC-71, Critical Utilities Rehabilitation Project, BNL
20-SC-72, Seismic and Safety Modernization, LBNL
20-SC-75, CEBAF Renovation and Expansion, TINAF (19-SC-75)
20-SC-76, Craft Resources Support Facility, ORNL (19-SC-76)
20-SC-77, Large Scale Collaboration Center, SLAC (19-SC-77)
19-SC-71, Science User Support Center, BNL
19-SC-72, Electrical Capacity and Distribution Capability, ANL

Science

(dollars in thousands)

FY 2018 Enacted

FY 2019 Enacted

FY 2020 Request

FY 2020 Request vs
FY 2019 Enacted

767,600 800,000 648,038 -151,962
1,000 20,000 20,000 —
95,000 130,000 100,000 -30,000
44,400 30,000 — -30,000
140,400 180,000 120,000 -60,000
908,000 980,000 768,038 -211,962
586,800 615,000 579,854 -35,146
— — 5,000 +5,000
97,200 75,000 40,000 -35,000
97,200 75,000 45,000 -30,000
684,000 690,000 624,854 -65,146
19,500 22,500 19,500 -3,000
1,713 1,713 4,540 +2,827
6,382 6,434 5,610 -824
70,347 45,543 25,050 -20,493
26,000 26,000 10,000 -16,000
104,442 79,690 45,200 -35,490
— — 12,000 +12,000

— — 5,000 +5,000

— — 2,000 +2,000

— — 20,000 +20,000

— — 3,000 +3,000

— 7,000 6,400 -600

— 30,000 30,000 —
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(dollars in thousands)

FY 2020 Request vs

FY 2018 Enacted FY 2019 Enacted FY 2020 Request FY 2019 Enacted

19-SC-73, Translational Research Capacity, ORNL — 25,000 15,000 -10,000
19-SC-74, BioEPIC, LBNL — 5,000 6,000 +1,000
18-SC-71, Energy Sciences Capability, PNNL 20,000 24,000 9,000 -15,000
17-SC-71, Integrated Engineering Research Center, FNAL 20,000 20,000 10,000 -10,000
17-SC-73, Core Facility Revitalization, BNL 30,000 42,200 — -42,200
15-SC-76, Materials Design Laboratory, ANL 44,500 — — —
15-SC-78, Integrative Genomics Building, LBNL 38,350 — — —

Total, Construction 152,850 153,200 118,400 -34,800
Total, Science Laboratories Infrastructure 257,292 232,890 163,600 -69,290
Safeguards and Security 103,000 106,110 110,623 +4,513
Program Direction 183,000 183,000 183,000 —
Total, Science 6,259,903 6,585,000 5,545,972 -1,039,028
Federal FTEs 825 810 797 -13

SBIR/STTR funding:

=  FY 2018 Enacted: SBIR $143,935,000 and STTR $20,240,000 (SC only)
= FY 2019 Enacted: SBIR $148,264,000 and STTR $20,851,000 (SC only)
=  FY 2020 Request: SBIR $132,747,000 and STTR $18,667,000 (SC only)
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Advanced Scientific Computing Research

Overview

The Advanced Scientific Computing Research (ASCR) program’s mission is to advance applied mathematics and computer
science; deliver the most sophisticated computational scientific applications in partnership with disciplinary science;
advance computing and networking capabilities; and develop future generations of computing hardware and software tools
for science and engineering, in partnership with the research community, including U.S. industry. ASCR supports state-of-
the-art capabilities that enable scientific discovery through computation. The Computer Science and Applied Mathematics
activities in ASCR provide the foundation for increasing the capability of the national high performance computing (HPC)
ecosystem by focusing on long-term research to develop software, algorithms, and methods that anticipate future hardware
challenges and opportunities as well as science application needs. ASCR’s partnerships and coordination with industry are
essential to these efforts. At the same time, ASCR partners with disciplinary sciences to deliver some of the most advanced
scientific computing applications in areas of strategic importance to the Office of Science (SC) and the Department of Energy
(DOE). ASCR also supports world-class, open access high performance computing facilities and high performance networks
for scientific research.

For over half a century, the U.S. has maintained world-leading computing capabilities through sustained investments in
research, development, and deployment of new computing systems along with the applied mathematics and software
technologies to effectively use the leading edge systems. The benefits of U.S. computational leadership have been
enormous — huge gains in increasing workforce productivity, accelerated progress in both science and engineering,
advanced manufacturing techniques and rapid prototyping, stockpile stewardship without testing, and the ability to explore,
understand and harness natural and engineered systems, which are too large, too complex, too dangerous, too small, or too
fleeting to explore experimentally. Leadership in HPC has also played a crucial role in sustaining America’s competitiveness
internationally. As the Council on Competitiveness noted and documented in a series of case studies, "A country that wishes
to out-compete in any market must also be able to out-compute its rivals."? While this continues to be true, there is also a
growing recognition that the nation that leads in machine learning (ML) and artificial intelligence (Al) will lead the world in
developing new technologies, medicines, industries, and military capabilities. Most of the modeling and prediction
necessary to produce the next generation of breakthroughs in science, energy, medicine, and national security will come not
from applying traditional theory, but from employing data-driven methods at extreme scale. Today, significant investments
in Asia and Europe are challenging U.S. dominance in computing and nations around the globe are enthusiastically investing
in Al. The U.S. must invest in these fields that are critical to American prosperity. Public-private partnerships remain vital as
we push our state-of-the-art fabrication techniques to their limit to develop an exascale-capable (one billion billion
operations per second) system while simultaneously preparing for the artificial intelligence-big data surge and what follows
at the end of the current technology roadmap. Maximizing the benefits of U.S. leadership in computing in the coming
decades will require an effective national response to increasing demands for computing capabilities and performance,
emerging technological challenges and opportunities, and competition with other nations. DOE has a long history of making
fundamental contributions to applied mathematics and computer science associated with strategic computing and a similar
set of contributions is foreseen for ML and Al in the science domain and related investments in advanced architectures and
hardware. ASCR’s proposed activities are in line with the Nation’s Research and Development (R&D) priority for American
Leadership in Al, Quantum Information Science (QIS), and Strategic Computing.

ASCR-supported activities are entering a new paradigm driven by sharp increases in the heterogeneity and complexity of
computing systems and the need to seamlessly and intelligently integrate simulation, Al, data analysis, and other tasks into
coherent and usable workflows. HPC has become an essential tool for understanding complex systems in unprecedented
detail; exploring systems of systems through ensembles of simulations; learning from extreme scale, complex data; and
carrying out data analyses, especially when time is of the essence. These changes are being driven by enormous increases in
the volume and complexity of data generated by SC user facilities—from simulations, experiments, and observations—and
these new opportunities are propelled by advances already achieved through the DOE Exascale Computing Initiative (ECI).
The convergence of Al technologies with these existing investments creates a powerful accelerator for progress and gives
the U.S. a distinct advantage over nations with less integrated investments.

2 Final report from the High Performance Computing Users Conference: Supercharging U.S. Innovation & Competitiveness, held in July 2004.
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Al and ML are critical technologies in this new paradigm that are expected to be deployed at multiple stages of the scientific
process using a variety of techniques. Many popular machine learning methods lack mathematical approaches to provide
robustness, reliability, and transparency and so require significant domain knowledge to be effectively applied. In addition,
ML/Al applications and tools are needed to extract knowledge and discovery of patterns and classification in data from large
scientific datasets that span SC programs, for example, automate data collection and advanced control and supervision of
experiments at light sources, neutron sources, microscopes and telescopes; predict and avoid plasma disruptions in fusion
reactors; control and optimize particle accelerators and improve the detection of events; and predict bio-design and the
design of complex communities. Due to its tradition of partnering with other SC programs, its history of supporting world-
leading mathematics and computer science for computation and data analysis, and its support of open access HPC facilities,
which are now powerful tools for data analysis, ML, as well as simulation, ASCR is uniquely positioned to support long-term
research for scientific Al and ML.

Moore’s Law—the historical pace of microchip innovation whereby feature sizes reduce by a factor of two approximately
every two years—is nearing an end due to limits imposed by fundamental physics; feature sizes cannot shrink smaller than
the size of atoms. The emerging fields of QIS—the ability to exploit intricate quantum mechanical phenomena to create
fundamentally new ways of obtaining and processing information—are opening new vistas of science discovery and
technology innovation. QIS is currently at the threshold of a revolution, creating opportunities and challenges for the
Nation, as growing international interest and investments are starting a global quantum race. DOE envisions a future in
which the cross-cutting field of QIS increasingly drives scientific frontiers and innovations toward realizing the full potential
of quantum-based applications, from computing, to communication, to sensing. This will require a detailed understanding of
how quantum systems behave, accurate knowledge of how to integrate the components into complex systems, and precise
control of the structures and functionalities. The traditional linear model of discovery science leading to design
development and commercial deployment will not meet these goals alone within an acceptable time, due to the urgency
and scale of our mission. Rather, there is a need for bold approaches that better couple all elements of the technology
innovation chain and combine the talents of the program offices in SC, universities, national labs, and the private sector in
concerted efforts to define and construct an internationally competitive U.S. economy. In support of the National Quantum
Initiative, one or more SC QIS Centers,? coupled with a robust core research portfolio stewarded by the individual SC
programs including ASCR, will create the ecosystem across universities, national labs, and industry that is needed to foster
these developments with benefits in national security, economic competitiveness, and leadership in scientific discovery.

SC and the DOE National Nuclear Security Administration (NNSA) continue to partner on the Department’s ECI to overcome
key exascale challenges in parallelism, energy efficiency, and reliability, leading to deployment of a diverse set of exascale
systems in the calendar year 2021-2022 timeframe. The ECI’s goal for an exascale-capable system is a five-fold increase in
sustained performance over the Summit HPC system at Oak Ridge National Laboratory (ORNL), with applications that
address next-generation science, engineering, and data problems. The ECI focuses on delivering advanced simulation
through an exascale-capable computing program, emphasizing sustained performance in science and national security
mission applications and increased convergence between exascale and large-data analytic computing.

Highlights of the FY 2020 Request

The FY 2020 Request of $920,888,000 for ASCR will strengthen U.S. leadership in strategic computing, the foundations of Al,
and QIS. To ensure ASCR is meeting the HPC mission needs of the Office of Science during and after the exascale project,
this Request prioritizes basic research for data intensive science, including ML/AI, and future computing technologies, and
maintains support for ASCR’s Computational Partnerships with a focus on developing strategic partnerships in quantum
computing and data intensive applications. The Request also provides strong support for ASCR user facilities operations to
ensure the availability of high performance computing and networking to the scientific community and upgrades to
maintain U.S. leadership in these essential areas. Increased funding supports upgrades at the Oak Ridge Leadership
Computing Facility (OLCF), the Argonne Leadership Computing Facility (ALCF), the National Energy Research Scientific
Computing Center (NERSC), and the Energy Sciences Network (ESnet). The Request provides robust support for ECl which
includes the SC-Exascale Computing Project (SC-ECP) and site preparations, testbeds, and non-recurring engineering (NRE)
activities at the LCFs in support of the delivery of at least one exascale computing system in calendar year 2021.

@ Recently authorized by Section 402 of the National Quantum Initiative Act, PL 115-368.
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The Request provides funding to meet the baseline schedules for the OLCF-5, NERSC-9 and ALCF-3 upgrades. In addition, to
ensure the rapid and agile adoption of Big Data and Al solutions, ASCR will also support the seamless integration of data and
computing resources through the ESnet-6 upgrade.

Mathematical, Computational, and Computer Sciences Research

When combined with the advances of exascale computing, ML/AI can significantly improve productivity by managing
complex simulations and augmenting first principle simulations with data driven predictive models. The FY 2020 Request
supports foundational research to improve the robustness, reliability, and transparency of Big Data and Al technologies,
uncertainty quantification, and development of software tools to tightly couple simulation, data analysis, and Al for DOE
mission applications. Investments focus on areas unique to science such as the transparency and interpretability of Al and
ML, uncertainty quantification, and the computer science and software infrastructure for Al and ML applications, including
tools for data management. The Request also supports partnerships among computer scientists, applied mathematicians,
and domain scientists to develop hybrid models where current DOE applications, which are characterized by complex, multi-
scale physics as well as large-scale, multi-faceted data, are merged with Al and ML techniques - providing the combined
benefits of both techniques.

Recognizing the limits of Moore’s Law, ASCR began activities in FY 2017 to explore future computing technologies, such as
guantum information science (QIS) and neuromorphic computing, that are not based on silicon microelectronics. In the

FY 2020 Request, QIS remains a principal emphasis. ASCR will partner with SC’s Basic Energy Sciences (BES) and High Energy
Physics (HEP) programs to establish at least one multi-disciplinary QIS Center to promote basic research and early stage
development to accelerate the advancement of QIS through vertical integration between systems and theory and hardware
and software. ASCR’s Quantum Testbeds activities, which provide researchers with access to novel, early-stage quantum
computing resources and services, will be expanded to support partnerships with the BES Nanoscale Science Research
Centers. In addition, research in quantum information networks focuses on the opportunities and challenges of transporting
and storing quantum information over interconnects and networks.

The Computer Science and Applied Mathematics activities in ASCR provide the foundation for increasing the capability of
the national HPC ecosystem by focusing on long-term research to develop software, algorithms, and methods that
anticipate future hardware challenges and opportunities as well as science application needs. In FY 2020, these activities
will continue to address the combined challenges of increasingly heterogeneous computer architectures, and the changing
ways in which HPC systems are used—incorporating more data-intensive applications and greater connectivity with
distributed systems and resources, such as other SC user facilities. Al and ML are key technologies in this portfolio.

The Computational Partnerships activity is primarily focused on the Scientific Discovery through Advanced Computing
(SciDAC) computational partnerships, which were re-competed in FY 2017, and use the software, tools, and methods
developed by these core research efforts. This allows the other scientific programs in SC to more effectively use the current
and immediate next-generation H