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Executive Summary
Light-weighting materials are critical to reducing emissions and the United States’ reliance on foreign oil. Understanding how 
light-weighting materials utilized in vehicles perform in crash scenarios is paramount, for passenger safety as well as energy 
efficiency are primary design challenges facing today’s automotive industry.  The Southern Regional Center for Lightweight 
Innovative Design (SRCLID) plans to develop an experimentally validated cradle-to-grave modeling and simulation effort 
to optimize automotive and truck components in order to decrease weight and cost while increasing performance and safety 
in crash scenarios. This end-to-end (“Atoms to Autos”) modeling effort requires that we quantify the microstructure-property 
relations of lightweight materials by evaluating them at various length scales, starting at the atomic level, for each step of the 
manufacturing process.  

Mississippi State University (MSST) magnesium (Mg) research team is focusing on generating process-structure-property 
(PSP) relationships for a number of Mg alloys, where a physics-based multiscale internal state variable (ISV) model, 
including uncertainty, has been deployed for use in the sheet forming process.  Sheet bending and extrusion teams have made 
significant progress in validating and predicting PSP relationships and they have applied such tools to support United States 
Automotive Materials Partnership (USAMP) Mg demo projects.  The MultiStage Fatigue (MSF) Model has been correlated 
with different Mg alloy strain-life curves and extended to describe friction stir welding (FSW) joint behavior.  The MSST 
steel research team has established a number of atomistic potentials (i.e., Iron (Fe), Carbon (C), Silicon (Si), Aluminum (Al), 
and Mg) that will be used in development of high strength steel alloys.  The polymer team’s efforts have included research 
in natural fiber, polymeric materials, biomechanics, and nanocomposites.  The natural fiber program has produced high 
quality samples for evaluation and the feedback was positive. The biomechanics program has advanced to incorporating 
polymeric ISV models for tissues and evaluating damage phenomena for brain subject to high rate impact using finite element 
(FE) analyses. The composites effort has entailed development of multiscale material models to describe process/product 
concepts.  Cyberinfrastructure has integrated our own proprietary software, external software, and experimental information 
into a wiki and has garnered high recognition from TMS and USAMP.  In conjunction with the development of multiscale 
material models, our design team has established optimization methods, including ISV and PSP, with FE analysis and design. 
With uncertainty under low and high strain rate tension-compression-torsion tests, we have characterized several structural 
materials for lightweighting (i.e., Al, steel, and Mg alloys) throughout their respective manufacturing and life cycle histories. 
We then tested these materials in crash simulations and safety performance evaluations. We have produced a number of 
high quality graduates with MS and PhD degrees. For the K-12 program, we have developed crash kits and run K-2 and 3-6 
grade “Mission Eggcellence” competitions in multiple counties throughout Mississippi in an effort to inspire young students’ 
interest in science and engineering. 
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Activity and Developments
 
Task 1 - Multiscale Material Models and Design Framework for 
Leightweight Alloys (Magnesium and Aluminum)
 
Principal Investigator: Seong-Gon Kim, Physics & Astronomy, MSST
(662) 325-8031; email: kimsg@hpc.msstate.edu
 
Co-Principal Investigators: M. F. Horstemeyer, H. Rhee, S. Kim

 

Objective

Develop a multiscale framework for lightweight materials that accounts for statistical variations from the material 
microstructure, product geometry, and processing parameters, and utilize the multiscale framework to aid in development of 
new lightweight alloys and in the design of lightweight structures for automotive applications. 

 

Approach

We are developing a material database and an ISV material and process models for lightweight alloys including Mg and Al. 
The database will include results from mechanical and microstructural characterization studies performed using advanced 
experimental techniques. The material model is formulated by a multiscale modeling approach where information from 
crystal plasticity, dislocation dynamics, and molecular dynamics simulations are utilized to provide insights into the 
functional forms of the ISV’s evolution equations and corresponding material parameters. Finally, a design framework 
contained in the cyberinfrastructure will be developed to design structural components of new lightweight alloys. 

1.1. Internal State Variable Plasticity Modeling
Team Members: Y. Hammi, A.L. Oppedal, M.F. Horstemeyer, E.B. Marin, Q. Ma

Accomplishments

• An ISV material model with mixed hardening laws for Mg AZ31 alloy was established, applicable for warm forming 
where twinning effect is not yet included.

• An implicit stress integration algorithm was implemented in Abaqus Finite Element Modeling (FEM) software to solve 
sheet forming conditions.

Results and Discussion

The microstructure-plasticity coupled with damage (DMG) ISV model was used in this work to describe the nonlinear 
response of the material behavior. A robust fully-implicit stress integration algorithm was developed and implemented in the 
user material subroutine Vumat of Abaqus/Explicit for 3D, plane strain, and plane stress conditions. Plasticity and hardening 
parameters can be calibrated from experimental stress-stress curves or from the evolution of polycrystal-based yield surface 
(PCYS). Figure 1 shows the evolution of the two-dimensional projection of PCYS using experimental data on tension and 
compression performed on samples from a 12mm thick AZ31B sheet. 
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The PCYS was obtained by incrementally probing it along 
different strain-paths (i.e. applying different strain-rates 
ε̇ij and obtaining the corresponding stress response σij, ) 
in the Visco-Plastic Self Consistent (VPSC) crystal code. 
By averaging the size of the yield surface and tracking the 
center of the yield surface, PCYS plots were processed 
to determine the evolution of isotropic and kinematic 
hardening for both isotropic and kinematic hardenings. The 
DMG model with AZ31B plasticity parameters was applied 
to pan forming and bending simulations (Figure 2).

1.2. Visco-Plastic Self-Consistent Crystal Plasticity for Magnesium Alloy
 
Team Members: Q. Ma, A.L. Oppedal, H. El Kadiri

 
Accomplishments

• A VPSC crystal code was employed to describe slip and twinning responses of AM30 alloy

• Stress-strain responses of AM30 at room and elevated temperatures with various strain rates were quantified and 
simulated by the VPSC code.

 Figure 1. PCYS for tension and compression using the VPSC code and their respective 
isotropic and kinematic hardening evolution curves.

Figure 2. Pan forming and bending simulations using the DMG model. 
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Results and Discussion

The measured and VPSC predicted stress-strain curves at room temperature and 450 °C and the corresponding hardening 
curves are presented in Figures 3 and 4, respectively.

Figure 3. Measured and VPSC predicted mechanical results of AM30 at 25 °C. (a) Measured and VPSC predicted stress-strain curves; (b) 
measured and VPSC predicted hardening curves; and (c) the extrusion direction (ED) samples and the extrusion radial direction (ERD) 
samples in the AM30 billet.

         (a)                                                (b)     (c)

Figure 4. Measured and VPSC predicted mechanical results of AM30 at 450 °C. (a) Stress-strain curves of ED and ERD; (b) measured 
hardening curves at the ED, and (c) measured hardening curves at the ERD.

At room temperature, the extrusion direction (ED) σ-ε curve shows a typical “s” shape which signifies profuse twinning. 
Twinning could be observed by the very high hardening rate in the stress-strain curves along the ED.  The extrusion radial 
direction (ERD) σ-ε curve shows the normal plasticity response. At 450 °C, the σ-ε curves are dependent on strain rate and 
have no such S shape curves. For the ERD, hardening is weaker than what was observed in the ED. At 450 °C, dynamic 
recrystallization (DRX) is pervasive and results in the softening of the σ-ε curves.
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1.3: Sheet Forming - Experiments and Modeling
 
Accomplishments

• Two sets of bending test fixtures were designed and fabricated for sheet bending experimentation conducted at a field 
emission gun system scanning electron microscope (FEG-SEM) chamber and an Instron machine.

• The FEM-based VPSC+UMAT code was implemented on an MSST server and preliminary numerical results look 
promising, with the capabilities of describing texture/twinning evolution and mechanical responses of the sheet bending 
process. (Figure 5)

Figure 5. VPSC+UMAT modeling with parallel computing successfully reproduced bending  
results reported in the literature.

Results and Discussion

Anomalous twin bands were captured in the in situ electron backscatter diffraction (EBSD) scan. High density twins are 
localized in alternating bands in the compression zone of the sheet during bending. In between the bands, no twins are pres-
ent. The nature of these twin bands and how they affect sheet forming, especially at room temperature, requires systematic 
studies.  VPSC+UMAT modeling with parallel computing successfully reproduced bending results reported in the literature. 
Bending of AZ31 sheet is being modeled with the VPSC+UMAT code.

 
 
1.4. Extrusion Process
 
Team Members: E. Marin, C. Bouvard, S.J. Horstemeyer, A.L. Oppedal, Q. Ma. Students: Z. McClelland (UG), S. Bhandari 
(UG), G. Long (UG)

Accomplishments
• AM30 lab-scale extrusion experiments with flat die has been completed.
• The extrusion process model (HX) is able to describe the flat die extrusion responses including load, displacement, and 

temperature curves.
• A post-process technique using VPSC code to describe the texture and twinning evolutions during extrusion is imple-

mented and compares well with experiments.
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Results and Discussion

The aspect of our extrusion research is summarized in Figure 6.  We have completed the AM30 lab-scale flat-die extrusion 
experiments using different processing parameters: ram speeds of 5, 10, 15, 20, 30 and 40 mm/min, billet temperatures of 
454˚C and 482˚C, and an extrusion ratio (ER) of 
25. Load and temperature profiles together with 
microstructure information have been recorded 
for model validation. Current extensions of these 
experiments are focused on extruding AM30 
with various die geometries including conical 
dies, dies for dog-bone profiles, and porthole 
dies for circular cross section tubes. 

FE simulations of the flat-die extrusion 
experiments have been carried out using HX 
and a flow-stress type model (sine hyperbolic 
inverse law) (Figure 7). The material parameters 
for AM30 were fitted to experimental stress-
strain curves produced at CAVS and from the 
literature. Predicted results for the load-time and 
temperature-time curves compared well with the 
experimental ones. Additional work on extrusion 
process modeling for other dies’ geometries is in 
progress. Also, HX developers (from Altair) are 
working on extending the capabilities of the code 
to use ISV material models.

 
Figure 7. Validation of flat-die extrusion experiments of AM30 using numerical tools: HX and Sinh-1(•) model 

Figure 6. Overview of research activities on extrusion at CAVS as related to the 
USAMP-MFERD project. 
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Microstructure (texture and twinning) evolution of material particles 
during the extrusion process is being modeled using the VPSC formulation. 
Deformation histories along streamlines were obtained from the HX 
post-processor and used in the VPSC code to compute texture and get a 
detailed account of the slip/twinning activity in the material. A crystal-level 
dislocation-based model that represents rate- and temperature-dependence 
response is being used for this purpose. This methodology has been applied 
to predict texture during AM30 flat die extrusion. Computed texture patterns 
agreed well with experimental (EBSD) ones.

Predicting the microstructure and mechanical properties of the material 
after extrusion is essential for the post-forming structural analysis of the 
extruded component. In this respect, mechanical tests and microstructure 
studies are being performed on specimens cut from flat-die extruded rounded 
bars obtained with ERs of 6.25 and 25. Specimens have been subjected 
to compression at different strain rates and room temperature (RT), with 
the recorded data being the stress-strain curves and initial and deformed 
textures (see Figure 8). These data will be used for testing the capability of 
the developed numerical tools to predict the mechanical properties of the 
extrudate.

1.5. High Rate Damage and Fracture
 
Team Members: P. Gullett, W. Whittington

 
Accomplishments

• Bridgman tension testing was conducted for cast AM60 alloy and the initial porosity distribution quantified.

• Simulation results of tension testing with three initial states (random, uniform, and actual distributed) of porosity 
revealed that the initial state of porosity distribution has significant impact on the accuracy of predicting failure strain, 
and it has no impact on the shape of force versus strain curve.  

 

Results and Discussion

Damage Based Failure Predictions

The internal state variable based, microstructural damage model developed by Bammann et al. (1993), then expanded 
by Horstemeyer (2000) and Hammi and Horstemeyer (2007), was used to examine the effect of microstructural details 
on simulated failure prediction of a cast AM60B notched Bridgman tensile specimen (Figure 9). Three initial porosity 
distributions were evaluated and the simulations were compared with experimentally measured results. The three initial 
porosity states included the experimentally measured porosity distribution, a uniform porosity distribution and a random 
porosity distribution. For these simulations, total porosity of the numerical model was held constant.

Figure 9. Notched Bridgman tension specimen.

Figure 8. Characterization of compression 
specimens from flat-die AM30 extruded material
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Figure 10 shows a plot of the specimen’s predicted axial force 
versus strain response for the three initial porosity cases, as 
well as the damage distributions (dark regions correspond 
to areas of high porosity) for each case at their predicted 
failure strains. The lower left shows the damage distribution 
for the experimentally-measured initial damage distribution, 
the upper left shows the random initial distribution, and 
the upper right shows the homogeneous initial distribution. 
The diagrams show that the evolution of damage varies 
significantly with the choice of initial distribution. The 
random and uniform distributions result in porosity grown 
and initial failure near the notch root where the triaxial stress 
is a maximum, while the actual distribution predicts growth in 
regions of high initial porosity far from the notch root.

The axial force-strain response shows that the initial porosity 
distribution has virtually no effect on the shape of the force 
versus strain response of the tensile specimen. Both the yield 
and hardening behavior were similar for all distributions. 
The predicted strain at failure however varies greatly with 
the initial porosity distribution. The predicted strain at 
failure for the real distribution is 3.3%, for the random distribution is 8.8%, and 12.3% for the homogeneous distribution. The 
random and homogenous distributions over predict the actual strain at failure by 170% and 270%, respectively. Therefore, the 
initial porosity distribution plays a vital role in accuracy of simulation-based failure predictions.

 
1.6. Cyberinfrastructure
 
Team Members: T. Haupt, R. Carino

Accomplishments

The wiki, which has served as the knowledge management component of the Engineering Virtual Organization for Cyber 
Design (EVOCD), is made available to the ICME community.  The wiki provides access to all portal components: the 
repository of the experimental data and material constants, online model calibration tools, and the repository of the open 
source codes. 

Results and Discussion

The EVOCD portal is up and running.  It has been accessed more than 16,000 times by about 8,000 visitors and contributors 
from over 80 nations around the world since September 1, 2010. The wiki (http://icme.hpc.msstate.edu), shown in Figure 
11, serves as the knowledge management component of EVOCD. It supports the accumulation of knowledge pertaining to 
ICME. Recently added search and indexing capabilities have simplified the navigation through the site contents. In addition, 
the wiki provides access to all portal components: the repository of the experimental data and material constants, online 
model calibration tools, and the repository of the open source codes. In the near future, it will also provide access to an 
autonomic runtime environment for composing and executing multiscale workflows directly from the Web Browser. The 
wiki is currently populated with information, tutorials, data, and results coming from the other SRCLID tasks. The EVOCD 
becomes a node of the global ICME cyberinfrastructure – an effort coordinated by TMS.  

Figure 10. The plot shows the predicted stress strain response for 
three initial damage distributions. The figures show predicted damage 
distributions damage (dark) at the failure strain.
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1.7.  Fatigue Performance of Lightweight Materials
Team Members: M. F. Horstemeyer, M. Lugo, B. Jordon, T. Tang, J. Bernard, A. Yeldell, D. Rayborn

Accomplishments

• We have conducted strain-life fatigue tests for an extruded AM30 in the extruded and transverse directions and for three 
different wrought products of AZ31 alloy: extruded, plate, and sheet.

• We have developed MSF models for AZ31, AM60, and AZ91 alloys.

• We have conducted fractography analysis of fracture surfaces of AZ31 and AM30 alloys.   

• We have made microstructure sensitive fatigue model predictions for FSW of different welds under various welding 
conditions and performed fractography analysis to determine failure mechanisms.

Results and Discussion

Fatigue Modeling of AZ31 Magnesium Alloy in Extrusion, Plate and Sheet Forms

The strain-life fatigue behavior of AZ31 Mg alloy in the extrusion, plate, and sheet formation were examined and structure-
property relations were quantified. Nearly identical asymmetric cyclic stress-strain behavior was observed in the extrusion 
and plate materials when compared to the sheet material which exhibited more symmetric hysteresis loops.  Twinning was 
observed on fracture surfaces of the extrusion material, while no evidence of twinning was observed on fracture surfaces 
of the plate and sheet materials. However, intermetallic particles at or near the surface were identified as sources of fatigue 
crack initiation in all three materials. A multistage fatigue model was employed to predict the fatigue damage in the 
three differently processed materials. The multistage model comprises three scales of fatigue damage: crack incubation, 
microstructurally small crack and physically small crack, and long crack growth. In addition, the fatigue model incorporates 
microstructure influences resulting from crystallographic orientation, grain size, and inclusion size in the incubation and 
growth stages. 

Figure 11. Home page of the EVOCD Wiki
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Figure 12 shows a typical SEM fracture surface for the extruded alloy.  The initiation crack sites occurred near surface at 
inclusion particles. In most cases, fractured particles were identified to be the fatigue crack initiation sites. Also observed in 
the SEM images was evidence of twinning on the fatigue fracture surfaces similar to what has been reported elsewhere (Yang 
et al., 2008; Morita et al., 2010). 

Figure 13 shows the correlations of the MSF models to the experimental strain-life data. Longer lives were generally 
observed for the sheet material; the MSF model also reflects this difference and correlates well for the three materials.  
The grain size can have an influential impact on fatigue lifetimes (Ochi et al., 2006; Ishihara et al., 2007), and as such the 
small crack formulation can capture this effect. Particle size is the other factor contributing to this difference in fatigue 
performance, as noted in other Mg alloys (Jordon et al., 2011). The effect of twinning is captured through the cyclic stress-
strain response. 

 
Cyclic Behavior and Microstructure Properties of an Extruded AM30 Magnesium Alloy 

Strain controlled experiments were conducted to study the cyclic behavior of an AM30 Mg alloy. Anisotropy and asymmetric 
behavior were identified in both the extrusion and transverse directions. Formation of cracks occurred for most of the samples 
at inclusions of second particles, which were identified as Al-Mn rich. In addition, other initiation crack sites were observed 
to occur due to profuse twinning. Figure 14 shows the strain-life for extruded AM30 Mg alloy in the extrusion and transverse 
directions, for strain controlled, constant strain amplitude, and completely reversed loading conditions. The strain-life 
curve in the log-log domain shows a linear pattern from 0.6 to close to 0.3 %; then the slope changes drastically to a strain 
amplitude of below 0.3%.

Figure 15 shows the evolution of stress amplitude as a function of the number of cycles at the strain amplitudes of 0.6%, 
0.5%, 0.3%, and 0.2%.  The strain amplitudes ranging from 0.3% to 0.6% show a greater hardening effect than the other 
strain amplitude levels. The cyclic hardening appears strongly in the initial cycles at about 10% of the total fatigue life and a 
small amount of hardening continued to the point of the final failure. This hardening effect is most likely related to twinning 
in compression and detwinning in tension that occurs at high strain amplitudes (Brown et al., 2007). 

Figure 14. Total strain life of an AM30 Mg alloy in the 
extrusion and transverse directions. 

Figure 15. Stress amplitude response of AM30 Mg Alloy.

Figure 12. Fractured surface for an AZ31 Mg alloy at 
0.6% of strain amplitude.

Figure 13. Comparison of the MSF model to the 
strain-life results of the extrusion, plate and sheet 
materials of AZ31.
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Fatigue Modeling of Friction Stir Spot Welding Joints for Magnesium Alloys

The purpose of this task is to develop a microstructure-sensitive model for predicting fatigue damage in spot welded joints 
made using friction stir technology.  In order to realize this goal, relationships of microstructural and geometrical features to 
fatigue performance were investigated using AZ31 Mg alloy sheets joined by friction stir spot welding (FSSW). Fractography 
analysis conducted in this study suggested that the effective top sheet thickness largely determined the failure mode, which 
in turn influenced the final number of cycles to failure.  While the height of the interfacial hook was greater in the process 
with better fatigue performance, it was the larger effective top sheet thickness that promoted crack propagation modes more 
favorable to greater fatigue resistance.  To further aid in determining the cause and effect relationships and to elucidate the 
mechanisms behind fatigue damage in FSSW, a linear elastic fracture mechanics model was used to correlate the fatigue life 
in the two processes.  The fatigue model, which is a function of hook size, sheet thickness, and nugget diameter, showed 
good correlation to the experimental results as shown in Figure 16.  The use of this model revealed that the fatigue of the 
FSSW was most sensitive to the sheet thickness in the weld zone, followed by hook height, and then nugget diameter. As 
such, the shoulder plunge depth during the FSSW process may likely be the dominant factor in producing durable spot welds 
using this novel welding technique.

 Figure 16. Comparison of the fatigue model to the experimental results of FSSW lap-joints  
for two welding conditions (process #1 and #2). 

1.8. Multiscale Modeling of Corrosion
 
Team Members: M. F. Horstemeyer, H.J. Martin, Students: C. Walton (GRA), W. Song (GRA)

Results and Discussion 

Figures 17(a) and (b) show the average weight and thickness loss, respectively, over the five exposure times for the 
immersion and salt spray surfaces on AZ91 and AM30.  As one can see, all surfaces follow similar logarithmic trends for 
weight loss (Figure 17(a)) and thickness loss (Figure 17(b)).  The samples exposed to the salt spray environment gained 
weight and thickness, while both sets of samples exposed to the immersion environment lost weight (Figure 17(a)), although 
AM30 lost a minimal amount of weight.  Only the AZ91 immersion samples experienced a thickness loss.  

 (a)        (b) 
Figure 17. (a) Average weight loss and (b) average thickness loss of AZ91 and AM30 based on testing environment as 

a function of time.  Notice that all surfaces followed logarithmic trends.
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Figure 18(a) shows the pit number density over the five exposure times for the immersion and salt spray surfaces on AZ91 
and AM30.  The salt spray surfaces followed second-order polynomial trends, while the immersion surfaces followed linear 
trends.  The AM30 salt spray surfaces showed the lowest amount of pit formation, while the AZ91 salt spray surfaces showed 
the highest amount of pit formation.  Both immersion surfaces had pit number densities that were in between the pit number 
densities of the salt spray surfaces.  Figure 18(b) shows the changes in the pit area, which is the 2-D area covered by the pits 
as seen by micrographs for the immersion and salt spray surfaces on AZ91 and AM30.  AM30 experienced large pit area 
increases for both surfaces, while AZ91 experienced a small change in pit area.  Figure 19(a) shows the changes in the nearest 
neighbor distance, which is the distance between two pits, for the immersion and salt spray surfaces on AZ91 and AM30.  
The as-cast AZ91 surfaces showed the smallest nearest neighbor distances while the extruded AM30 surfaces showed the 
largest nearest neighbor distance.  Figure 19(b) shows the intergranular corrosion area fraction (ICAF), which is the fraction 
of the surface that shows the corrosion that occurs in the β-phase precipitate phase of the alloy, for the immersion and salt 
spray surfaces on AZ91 and AM30.  AM30 experienced more intergranular corrosion than AZ91 for both environments.

      (a)       (b)

 (a)       (b)

Figure 19. (a) Average nearest neighbor distance and (b) intergranular corrosion area fraction of AZ91 and  
AM30 based on testing environment as a function of time.

The differences in weight and thickness changes are attributed to the environment, where the salt spray allowed samples to 
gain weight, resulting in increased thickness and weight for both AM30 and AZ91.  The continuous presence of water in the 
immersion environment allowed both alloys to lose weight.  The differences in pit formation, nearest neighbor distance, and 
ICAF are the effect of the increased presence of Al (9% in AZ91, 3% in AM30) causing the formation of a galvanic cell that 
increased corrosion, thereby increasing pitting and intergranular corrosion.  The pits grew more easily on AM30, though, 
because there was more Mg present, which degrades quickly in a saltwater environment thereby allowing the pits to grow in 
size.

Figure 18. (a) Average pit number density and (b) surface area of AZ91 and AM30 based on 
testing environment as a function of time. 
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1.9.  Material Design of Lightweight Magnesium Alloys
 
Team Members: S.-G. Kim, S. Kim, A. Moitra, L. Lyanage

Accomplishments

Established the understanding of twinning nucleation of Mg alloys by employing molecular dynamic simulations.

Approach 

Design a novel Mg alloy with improved formability and energy absorption, creep, and corrosion resistance for automotive 
use.

Results and Discussion

Twinning Nucleation in Magnesium

In atomistic dynamic simulations of Mg alloys with hexagonal close packed (HCP) crystals, we observed the nucleation of 
radially growing {1012} twinning under tensile loading in a rectangular wire system without creating artificial twinning.  
The wire axis is along the x-direction, normal to the basal plane of the Mg crystal (see Figure 20). Tensile deformation was 
performed along the c-axis, parallel to the x-direction in Figure 20, which nucleated the {1012} twinning. The twinning 
boundary on the {1012} plane was initially spherical but became linear after deformation.

The twinning nucleation mechanism of Mg alloys is very different from the well-known twinning mechanism observed in 
face centered cubic (FCC) crystals; the Mg twinning nucleates from a point source rather than from a fault plane following 
the partial dislocation line in the FCC crystal.  More details forthcoming in continued work under Phase IV.  

Figure 20.  (a) Twinning nucleation and spherical growth of a twinning region from the middle of the edge plane as indicated by a black 
dot.  The colors of atoms represent different atomic structures classified by Ackland method.  The ICO represent icosahedral structure and 
the UNK unknown. The twinning structures are HCP indicated by yellow. (b) The structure of the parent is magnified and viewed from x 
direction.  The basal plane of the parent is normal to x-axis. (c) The twinning region is magnified at specific viewpoints to show the basal 
planes of twinning.  The colors in (b) and (c) represent the depth of structure.
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1.10. Simulation-Based Design Optimization
 
Team Members: M. Rais-Rohani, K. Motoyam; Students: A. Najafi (PhD), M. Rouhi (PhD), C. Tamasco (MS), A. Parrish 
(MS), M. Kiani (PhD)

Accomplishments

• Investigated the influence of process-induced texture on energy absorption of square tubes.

• Developed a framework for coupled forming-crush simulation and optimization of sheet-formed tubes.

• Performed crashworthiness optimization of vehicle structures based on dummy responses.

• Performed uncertainty analysis of components made of nano-enhanced composite materials.

Results and Discussion

Influence of Texture on Crush Behavior of Square Tubes

To study the effect of process-induced texture on structural response, the crush behavior of polycrystalline metallic (FCC Al 
alloy) square tubes under constant rate axial loading condition was investigated through a mesoscale crystal plasticity model 
embedded in an explicit FE simulation code, ABAQUS/Explicit. The model accounts for crystal orientations and their effect 
on the flow rule, stress-strain response during loading, unloading, yielding, and hardening behavior (Marin, 2006). Two basic 
folding modes were simulated to investigate different localized regions that may form during the axial collapse of the tube. 
Due to computational limitations, each FE simulation was performed using 40 grains per element integration point to capture 
the crystal evolution information at each time step calculation (Najafi et al., 2011a). 

To model different orientation patterns in the crystal structure, a single FE model was used to simulate the load path under 
basic loading conditions (i.e., uni-axial tension and compression and simple shear) encountered during the manufacturing 
process as shown in Figure 21. The initial random along with the three load-induced textures was then used to define the 
material model in crush simulations of square tubes with the assumption that the entire tube model has the same texture 
architecture. Crush tubes experience excessive distortions in the localized regions as they collapse, and since energy 
absorption is dominated by the plastic collapse mechanisms in the corner elements, the influence of texture and the evolution 
of grain orientation were expected to be significant.

Figure 21. Different texture models and their impact on energy absorption of a square tube.
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The simulation results (see Figure 21) show the effects of random and anisotropic texture on the overall energy absorption 
of the tube. It appears that texture due to uni-axial compression helps to increase the peak crush force in comparison to the 
random texture and anisotropic texture due to simple shear. Initially, the lowest curve is that of the tube with simple shear 
induced texture, but after the second peak, the curve for the random texture is the lowest one. The uni-axial compression 
shows better performance in overall energy absorption behavior compared with uni-axial tension. This conceptual study 
revealed that by controlling texture during the manufacturing process, the performance of the component can be enhanced.

 
Sequential Coupled Process-Performance Simulation and Optimization

In this study, sheet-forming simulation was coupled with crush simulation to investigate the effect of manufacturing process 
and product design parameters on energy absorption characteristics of thin-walled tubes as depicted in Figure 22. The 
coupled process-performance simulations were integrated with a multi-objective design optimization approach for finding 
the optimum process and performance responses. Geometric attributes including the cross-sectional dimensions as well 
as manufacturing process parameters such as holder force, punch velocity, and friction coefficient were treated as design 
variables. Rupture and thinning were measured based on the result of deep drawing simulation in ABAQUS/Explicit and 
the springback distortion was extracted from ABAQUS/Standard solver by including the residual stresses and dynamic and 
contact responses from deep drawing simulation. Energy absorption was measured by the mean and maximum crush force 
values from ABAQUS/Explicit simulation that included all the history variables from deep drawing and springback analyses. 
We investigated the sequential coupled simulation with both piecewise linear plasticity as well as Bammann–Chiesa–Johnson 
(BCJ) plasticity and addressed a number of critical issues that enabled the successful coupling of multiple simulations 
from start to finish while retaining key information such as residual stresses, plastic strains, thinning, springback, etc. and 
determination of their influence on crush performance (Najafi and Rais-Rohani, 2011; Najafi et al. 2011b). Surrogate models 
using radial basis functions were developed and used in multi-attribute process-performance optimization. Pareto optimal 
solutions were found and the sensitivity of process and performance responses to the selected design variables was evaluated.

Figure 22. Sequential coupled forming-crush simulations of double-hat tubes.
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1.11. Solidification Microstructure Modeling for Magnesium Alloy
 
Team Members: S. Felicelli, L. Wang;  Students: T. Talukdar (MS), H. Yin (PhD-graduated), U. Sajja (PhD-graduated), R. 
Lett (PhD), M. Eshraghi (PhD), J. Coleman (UG), R. Johnson (UG)

Accomplishments

• Characterized microstructure of AZ91 Mg alloy for four different casting processes

• Evaluated reliability of A356 Al alloy plates produced with EGPS process

• Developed Lattice-Boltzmann model for solidification microstructure simulation

• Developed mushy-zone model with mesh adaptation for segregation defects

• Produced 5 refereed publications

• Graduated 2 PhD students

Results and Discussion

Microstructural and mechanical property data were generated from several control arm castings of Mg alloy AZ91 produced 
for the High Integrity Magnesium Automotive Components (HIMAC) project.  The castings were made by four different 
processes: squeeze cast, low pressure permanent mold, T-Mag, and Ablation. Ten control arms were examined from each of 
the four casting groups. The microstructure, grain size, pore fraction, and pore size were measured with optical microscopy 
and image analyzer. Different types of defects were identified to evaluate the four casting processes. In order to explore 
the presence of oxide films, a series of four-point bend (FPB) tests were performed and the ultimate bending stress (UBS) 
was obtained. The mechanical properties of the castings were quantitatively evaluated for reliability using a two-parameter 
Weilbull distribution function. A detailed metallographic analysis of the fracture surfaces of FPB samples was performed 
using SEM.

Figure 23 shows the UBS Weibull plots obtained for three of the casting processes. Since none of the Ablation samples was 
broken by the FPB tests, the Ablation process is not included in the Weibull plots. The Weibull moduli for the UBS are 7.93, 
11.54, and 17.29 for Squeeze Cast, LPPM, and T-Mag, respectively. Dispersed shrinkage porosity and oxide film defects 
were observed in the Squeeze Cast samples, which in turn results in more scatter in FPB test results than in LPPM and T-Mag 
samples. The mean values of the UBS are 295.80MPa, 334.93MPa, and 352.84MPa, for Squeeze Cast, LPPM, and T-Mag, 
respectively. For the Ablation process, an average UBS level of 536.35MPa was reached before the sample bottomed out. 
These results indicate that, for the samples analyzed, the T-Mag and Ablation castings have better mechanical properties than 
Squeeze Cast and LPPM.

Figure 23. Weibull plot for UBS data of FPB tests for different  
casting processes.
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Task 2 – Multiscale Materials Modeling and Characterization of Steel 
Alloys
 

Objective

Deploy and adapt current enhanced capabilities developed at CAVS in multiscale materials modeling and characterization to 
steel manufacturing, process optimization, and alloy design impacting the growth of regional economy and drawing regional/
national/international company participation into education, services, and research on ferrous alloys. 

Approach

Establish a set of small-scale steel material processing steps and computational capabilities in CAVS labs to simulate 
industrial casting and subsequent downstream processes.  This research includes alloy design, computationally simulated 
and experimentally validated material models to understand process-structure-property relationship from solidification to 
downstream forming and heat treatment processes.

2.1. Materials Design of Steel Alloys
 
Team Members: S.-G. Kim, H. Rhee, S. Kim, A. Moitra, L. Lyanage

Accomplishments

• A new inter-atomic potential for Fe-C alloys was established and validated by cementite (Fe3C).  

• Experimental study of heat treatment of a dual-phase steel alloy is completed.

Results and Discussion

Modified Embedded Atom Method Potentials for Fe-C Alloys

Reliable Fe-C alloy potential is critically important 
in designing lightweight steel alloys.  We developed 
a new Modified Embedded Atom Method (MEAM) 
potential for Fe-C alloys using the multi-objective 
optimization procedure based on the MEAM 
potentials for pure Fe and C (Kim, 2009).  Our results 
show that this MEAM potential for an Fe-C alloy 
system reproduces materials properties of Fe-C alloys 
under various static loading conditions.  We further 
validated this potential by applying it to determine the 
thermo-mechanical properties of cementite (Fe3C).  
At the eutectic temperature, cementite becomes a 
solution of iron and carbon without a crystal structure.  
We performed a two-phase simulation using the newly 
developed Fe-C alloy MEAM potential to predict the 
eutectic point as shown in Figure 24. 

In this simulation, a block of cementite was heated 
using an isothermal-isobaric ensemble, consisting of 
moles (N), pressure (P) and temperature (T) (NPT), 
molecular dynamic run to 1200 K.  Then, we kept the 

Figure 24. The snapshot of two-phase melting simulation of cementite:  (a) 
the initial configuration; (b) two-phase cementite system at 1400 K at the end 
of the MD run.  The liquid phase has been crystallized and the solid phase 
is spreading to the entire system; (c) the system at 1440 K.  Both phases are 
persistent and the designation of the final phase is ambiguous; (d) two-phase 
cementite systems at 1450 K at the end of the MD run.  The solid phase has 
been melted and the liquid phase is spreading to the entire system.
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atoms in the left half of the system fixed at 1200 K positions while heating 
the atoms in the right half of the system to 4000 K causing a liquid phase of 
Fe and C to form.  The initial configuration was completed when the right 
half was cooled down to 1500 K.  This initial configuration was then heated 
from 1400 K to 1500 K in 10 K intervals using NPT molecular dynamic runs.  
Each system ran for 6.4 ns (32x105 MD steps).  At a particular temperature, 
if the system was progressing towards the solid phase, the cementite was 
considered to be solid, whereas if it progressed toward the liquid phase, then 
at that temperature cementite was considered to be liquid.  The total energy 
versus temperature and volume per atom versus temperature graphs are used 
to determine the melting temperature as shown in Figure 25.  From these 
methods we can conclude that the eutectic temperature of cementite is between 
1440 K and 1460 K.  This is in excellent agreement with the experimental 
value of 1420 K.  

Thermomechanical Treatment on DP Steels

We carried out heat treatments (i.e., intercritical annealing at selected 
temperatures followed by quenching in different quench media), structure 
observation, and mechanical tests (Figure 26) along with the fractographical 
study (Figure 27) on dual-phased (DP) steels to investigate the optimum 
heat treatment conditions to obtain the desired combination of mechanical 
properties by modifying volume fractions of constituent phases.  

                  (a)          (b)  
Figure 26.  (a) Stress versus strain curves comparing as-received and heat-treated DP 590 steels with 0% and 2% pre-strains.  
All specimens were baked following pre-straining.  (b) Stress versus strain curves obtained from high strain-rate Hopkinson bar 
tests in tension on non-heat treated and heat treated (i.e., ice brine quenched from 800oC) specimens with various pre-straining 
and baking protocols.

Figure 27.  SEM fractography on the specimens heat 
treated at different annealing temperatures followed by 
quenching prior to the tensile tests; (a) 720oC annealed 
followed by 0% pre-strained and baked, (b) 720oC 
annealed followed by 2% pre-strained and baked,  
(c) 800oC annealed followed by 0% pre-strain and 
baked, (d) 800oC annealed followed by 2% pre-strain 
and baked.

Figure 25.  (a) Energy vs. temperature plot and 
(b) volume vs. temperature plot for two-phase 
simulation of cementite
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2.2.  Solidification and Phase Transformation in Steel Alloys
 
Team Members: S. Felicelli, L. Wang, Students: T. Talukdar (MS), H. Yin (PhD-graduated), U. Sajja (PhD-graduated), R. 
Lett (PhD), M. Eshraghi (PhD), J. Coleman (UG), R. Johnson (UG)

Accomplishments

• Simulations of laser deposition processes of Cu-H13 and H13-H13 samples were performed.  The thermo-mechanical 
model is capable of describing thermal history of layers deposited and residual stress.

Results and Discussion

A three-dimensional thermo-mechanical finite element model was developed to simulate the temperature history and residual 
stress in a Copper (Cu)-H13 sample (H13 powder on a solid Cu substrate) deposited by the LENS® process. The laser power 
and scanning speed along with two different scanning strategies were optimized to obtain a pre-defined molten pool size for 
each layer. The temperature history and cooling rates obtained from the thermal analysis were used for the residual stress 
analysis in the built part. In order to verify and compare the results, the model was also applied to a H13-H13 sample (H13 
powder on a solid H13 substrate). Different distributions of residual stress, depending on different material samples, scanning 
speeds and scanning strategies, were considered. The simulated stress distributions were compared with the available 
experimental results in literature.

A comparison of laser power density for Cu-H13 and 
H13-H13 samples is shown in Figure 28. It is observed 
that a large amount of laser power is needed for the first 
layer of Cu substrate in comparison to the H13 substrate 
and the difference gradually decreases with subsequent 
layers. Higher thermal conductivity of Cu substrate causes 
rapid heat loss through the substrate and hence, results in 
higher power requirement to maintain the steady molten 
pool size during the deposition of the first layer. However, 
for subsequent layers, the previous layers act as a barrier to 
heat conduction to the substrate which, in turn, reduces the 
difference of required laser power for Cu-H13 and H13-H13 
samples. 

 
Task 3 – Multiscale Material Models and Processing Design for Polymeric 
Materials
 

Objective

Develop a multiscale ISV model and specific processing models for polymeric materials that account for statistical variations 
from the material microstructure, product geometry, and processing parameters and that can aid in the design of polymeric 
materials for automotive applications. Four main groups of materials will be investigated in this task: 1) Thermoset resins; 2) 
Nanocomposites and carbon fiber composites; 3) Natural fiber composite products from kenaf bast fiber; 4) Soft biological 
tissues and animal outer armor.

Figure 28. Laser power density for Cu-H13 and H13-H13 samples for 
both alternative and unidirectional scanning strategies.
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Approach

We will develop a material database, ISV material models, and process models for different groups of non-metallic materials. 
The material model will be developed using a multiscale modeling approach, where information from molecular dynamics 
simulations are to be used to provide insights into the functional form of the ISV’s evolution equations and corresponding 
material parameters. 

3.1. Material Models for Polymeric Materials
 
Team Members: J.-L. Bouvard, S. Nouranian, M.T. Tschopp

Accomplishments

• Molecular dynamics (MD) simulations on amorphous polyethylene under tension were established to understand how 
chain structure changes contributed to the material response during deformation of crosslinked polymers.

Results and Discussions

An ISV material model has been developed to capture the time- and temperature-
dependent mechanical behavior of thermoplastics (Bouvard et al., 2010). The 
model is being modified to simulate the mechanical behavior of thermosets 
at different strain rates, stress states, and temperatures. The development 
follows current methodologies typically used for metals and departs from the 
typical spring-dashpot representations widely used in the polymer modeling.  
The main purpose of the ISV model is to develop a physics-based model in a 
thermodynamic framework. 

MD simulations were carried out on amorphous polyethylene under tension to 
understand how non-bonded van der Waal’s interactions, bond stretching, bond 
bending, and bond torsion portions of the polymer chain energy contribute to the 
material response during deformation (Figure 29). This information was used to 
define the ISVs of the material model and their corresponding evolution equations.

 
3.2. Structural Nanocomposite Design
 
Team Members: T. Lacy and students

Accomplishments

• Established the framework of multiscale material model for a nanocomposite material;

• Critical information to bridge material scales has been investigated and results look encouraging.

Results and Discussion

MD simulations were performed to assess both pristine (Nouranian et al., 2011) and oxidized (Jang et al., 2011) vapor grown 
carbon nanofiber (VGCNF) surface effects on liquid vinyl ester (VE) monomer distributions. The VE was composed of 
styrene and two monomers with one and two bisphenol-A groups in their backbones, VE1 and VE2, respectively. Temporally 
and spatially averaged relative monomer concentrations, calculated in a direction away from the graphene surfaces, were 
monitored. The relative styrene, VE1, and VE2 distributions near the oxidized nanofibers surface were profoundly different 

Figure 29. Polyethylene structure evolution 
for the NPT and NVT lateral boundary 
conditions at 0%, 25%, 50%, and 100% 
strain.  Colors represent different chains.
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from those for a pristine (unoxidized) VGCNF. To illustrate these differences, the relative concentration ratios of styrene/
VE1, styrene/VE2, and VE1/VE2 were compared for both oxidized and pristine VGCNF surfaces at equilibrium (Figure 
30). Lower styrene and higher VE1 concentrations were observed near the oxidized VGCNF surfaces. This could lead to a 
stiffer interphase than the one near the pristine VGCNF surfaces after resin curing. This significant difference in VGCNF/
VE interphase properties affects the effective nanocomposite bulk properties calculated at the micro- and meso-scales by the 
micromechanical models.

            (a)         (b)            (c)

A parametric study was performed using the Effective Continuum-Micromechanics Analysis Code (EC-MAC) to investigate 
the effects of solid/hollow nanoreinforcement geometries, distinct elastic properties, and voids on various nanoreinforcements 
and polymer matrices. While there was a fair degree of scatter in the measured moduli (Zhang et al., 2006), Figure 31(a) 
shows that the two micromechanical solutions reasonably matched the mean experimental responses over a range of volume 
fractions for solid silica nanosphere/epoxy and hollow glass sphere/polyester composites. Similar effective property estimates 
(Figure 31(b)) were obtained for composites comprised of hollow glass nanospheres in a polyester matrix. In contrast to 
the case involving solid silica nanospheres, the effective moduli decreased with increasing volume fractions of hollow 
glass spheres because of the relatively low fraction of solid glass contained in each sphere. The predicted moduli correlated 
reasonably well with the experimental data obtained from Huang and Gibson (1993). The predicted effective moduli for a 
polyester matrix containing spherical voids only (i.e., no glass outer wall) fell significantly below the measured and predicted 
values for the hollow glass sphere/polyester composites (Figure 31(b)). This suggests that the very thin glass outer wall 
significantly contributes to the overall composite properties.

 (a)       (b)

Figure 32(a) contains a plot of the effective moduli of α-ZrP nanoplatelet/epoxy nanocomposites containing randomly 
oriented nanoplatelets with different aspect ratios (Dp / tp = 100, 1000). The predicted solutions fell within the error band 
of the measured values from Boo et al. (2007), while, in both cases, they slightly over-estimated the mean experimental 
responses. Figure 32(b) contains a plot of the effective moduli for composites containing randomly oriented, wavy, hollow 
nanofibers with voids, where the void volume fraction was increased as either a linear (cv = cf) or a quadratic function of 

Figure 30. (a) Relative styrene/VE1 concentration ratios, (b) relative styrene/VE2 concentration ratios, and (c) relative VE1/
VE2 concentration ratios at 300K along the y-coordinate of the simulation cell for pristine versus oxidized graphene sheets.

Figure 31. Measured and predicted effective elastic moduli for (a) solid silica nanosphere/epoxy and (b) hollow glass 
sphere/polyester composites and a polyester matrix containing spherical voids.
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the nanofiber volume fraction (cv = 500.0·cf
2). For the latter case, the estimated moduli matched the observed values from 

Lee (2010) and the predicted moduli captured the essential nonlinear character of the experimental data (Figure 32(b)). At 
higher VGCNF volume fractions, the measured composite stiffness values were somewhat insensitive to further increases 
in nanofiber content. Hence, variations in the effective volume fraction of VGCNFs may not significantly influence the 
composite elastic properties, but could have a profound impact on strengths.

   (a)             (b)

Conclusions

This study helps to facilitate the development of engineered multiscale materials design by providing insight into 
relationships between nanomaterial fabrication/processing, chemical and physical characteristics, and interaction and 
evolution of structure across disparate spatial and temporal scales that lead to improved macroscale performance. A crucial 
aspect of this work is the establishment of appropriate handshake protocols for efficient data transfer between multiscale 
calculations performed over a series of fundamentally distinct spatial scales.

3.3. Natural Fiber Composites for Structural Component Design
 
Team Members: S. Q. Shi, K. Liang, J. Wang, T. Tang, M.T. Tschopp, Students: Y. Shen (MS), W. Che (MS), E. Zhang (MS)

Accomplishments

• Vinyl tris (2-ethoxymethoxy) silane treatment of kenaf fiber was conducted.  By such treatment, the water absorption and 
flexural properties of the resulting kenaf fiber composites were significantly improved.

• A micromechanics modeling framework, Variational Asymptotic Method for Unit Cell Homogenization (VAMUCH), 
was developed to investigate the moisture absorption process in natural fiber composites.

• Amorphous cellulose models were successfully created with the use of ReaxFF. Preliminary molecular dynamic 
simulations have been developed for the amorphous cellulose.

• Principles and practices of life-cycle assessment (LCA) were used to evaluate environmental performance of 
natural fiber reinforced bio-resin matrix composites. Preliminary results indicated their superiority in environmental 
performance to a traditional glass fiber polymer composite.

Figure 32. Measured and predicted effective elastic moduli for (a) α-ZrP nanoplatelet/epoxy composites containing 
nanoplatelets (Dp / tp = 100,1000) and voids (cp = cv) and (b) VGCNF/VE nanocomposites containing wavy nanofibers and 
voids (cv = cf, cv = 500.0·cf 2).
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Results and Discussion

The water absorption of silane treated kenaf fiber composites decreased by 22% compared to untreated fiber composites.  
After a four-week water immersion, the water absorption of silane treated kenaf fiber composite was about stable, while that 
of untreated kenaf fiber composites still increased (Figure 33(a)).  The hydrophilic nature of kenaf fiber was reduced and 
hence the water resistance of the resulting fiber composites was improved after silane treatment of kenaf fiber.  Compared to 
the untreated fiber composites, the flexural strength and modulus of silane treated kenaf fiber composites increased by 25% 
and 8%, respectively (Figure 33(b)).  Silane treatment of kenaf fiber improved the mechanical properties of the resulting fiber 
composites.

 (a)      (b)

Figure 33. (a) Water absorption of treated and untreated kenaf fiber composites and (b) Flexural properties of treated and  
untreated kenaf fiber composites.

Figure 34 shows how the tensile loading leads to a net change in the shape of the cell, where the colors represent the different 
atom types (C, H, O).  To investigate the deformation behavior of the cellulose, the stress-strain behavior, temperature 
dependence, and internal energy evolution were monitored as a function of deformation.  Figure 35 shows the stress-strain 
behavior for amorphous cellulose at a strain rate of 1010 s-1.  The red dots are stress values taken at various strain levels 
and the black line is the averaged response; this scatter is typical of polymer deformation in molecular dynamics.  After an 
initial elastic regime, yield occurs and then strain hardening is observed.  The green and blue dots (mainly hidden behind 
green dots) represent stresses in the directions lateral to the loading direction – these are centered about 0 GPa, a boundary 
condition indicative of the uniaxial tensile load applied.  This stress-strain curve is similar to previous simulations in the 
literature as well as experimental results (Chen et al., 2004). 

Figure 34. The model system in equilibrium at 100K and after 
being uniaxially deformed. Colors represent different atom 

types being simulated (C, H, and O)
Figure 35.  A characteristic stress-strain curve for amorphous 
cellulose (28,404 atoms, 100 K temperature 1010s-1 strain 
rate).  Black line is the average stress response in the tensile 
direction.  Red, green, and blue dots show the scatter of the 
instantaneous stresses, the loading direction, and two lateral 
directions respectively.
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Figure 36 shows the contour plots of moisture concentration flow flux in  y2 direction at 100 s, respectively, when the water 
concentration Ca is kept constant as 10 g/mm3.  To quantitatively describe the moisture concentration flow flux, we plotted 
the distribution of y2 direction along the vertical center line of unit cell at different time, as shown in Figure 37.  It can be 
seen that the moisture concentration flow flux decreased with time since the gradient of moisture concentration, which is the 
driving force for moisture diffusion, decreased with time.

Figure 38 indicates that kenaf fiber has less negative environmental impact than glass fiber during a period from raw 
materials extraction to fiber manufacturing.  Figure 39 shows that bast fibers consume less energy than other fibers in 
manufacturing 1-kg fibers.  Wood pulp and bast fibers consume less non-renewable energy.  Method to calculate Cumulative 
Energy Demand was based on the method published by Ecoinvent version 2.0 and expanded by PRé Consultants for 
raw materials available in the SimaPro 7 database.  Figure 40 demonstrates that natural fibers achieved overall lower 
environmental burdens. Land uses contributed substantial 
portions for agri-fibers (jute and kenaf).  The scale is chosen 
in such a way that the value of 1 point is representative for one 
thousandth of the yearly environmental load of one average 
European inhabitant.  The key environmental measures for 
three product scenarios were computed with Simapro software 
and are shown in Figure 41.  Negative means carbon credit, 
i.e. saving non-renewable resources otherwise being used.  
Both kenaf-fiber reinforced SMCs perform better than glass 
fiber SMC in every environmental category.  The global 
warming potential of the kenaf fiber SMC could be only about 
45% of that for the glass fiber SMC.

Figure 36.  Finite element model for the analysis of the global 
transient moisture diffusion process. Figure. 37. Distribution of moisture concentration 

along the horizontal center line at different time.

Figure 38. Comparison of environmental impacts of fiber 
productions. BEES impact indexes are selected as characteristics.

Figure 39. Cumulative energy demands of typical fiber 
productions (per 1 kg fiber)

Figure 40. Weighted environmental points for 
typical fiber productions (per 1 kg fiber)
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Technology Transfer Path

Life-cycle thinking and assessment is a great marketing and educational tool to promote bioproducts applications.

Conclusions

Vinyl tris (2-ethoxymethoxy) silane treatment of kenaf fiber improved the physical and mechanical properties of the resulting 
kenaf fiber composites. The water absorption of silane treated kenaf fiber composites decreased by 22% compared to 
untreated fiber composites. And the flexural strength and modulus of silane treated kenaf fiber composites increased by 25% 
and 8%, respectively. The simulated stress-strain behavior using molecular dynamics showed similar trends both qualitatively 
and quantitatively as those observed in the experimental testing for amorphous cellulose. The multiscale model of moisture 
absorption process of natural fiber composites was developed on the basis of the theoretical framework of VAMUCH.  The 
LCA preliminary result demonstrated that the use of modified soybean oil and natural fiber to make sheet molding compound 
had a great potential from an ecological point of view.

3.4. Bio-inspired Design
 
Team Members: L. N. Williams, J. Liao, H. Rhee, Y. Mao, R. Prabu, S. Patnaik, S. Ryland, N. Lee

Accomplishments

• Thorough evaluation of skin, liver, tendon, and lung mechanics

• Robust and realistic finite element meshes of human head, heart, and liver were constructed

• A basic framework for finite element simulation of human head under blast loads was developed, which could potentially 
be adapted to other tissues and organs

• Materials/mechanical properties tests were performed and structure-property relations were investigated of the turtle 
shell, armadillo shell, rams horn, bream teeth, and woodpecker beak

• Computational modeling and simulations were carried out on mechanical test results obtained from turtle shell carapace

Figure 41. BEES environmental impacts of manufacturing three fiber 
reinforced polymer composites (per functional unit).
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Results & Discussion

A human head FE model was developed and simulated under blast range Boundary 
Conditions (BCs). A three-dimensional realistic human head FE mesh, consisting of 
scalp, skull, intracranial cavities, and brain, was generated from the cryosections of 
the human head (Visible Human Project®, NIH). An ISV based constitutive model, 
MSU TP Ver. 1.1 (Bouvard et al., 2010), calibrated to the brain tissue high strain rate 
experimental data (Prabhu et al., 2011), was used for the brain parenchyma. Pressure-
based BCs, obtained from Mouritz’s work (2001) on underwater explosions, were 
applied at various distances from the human head mesh during FE simulations. The 
results from our FE simulations show that the stress state during a blast was highly 
non-uniform (Figure 42), with concentrated regions of peak positive and negative 
pressure values at the coup and countercoup sites. Further, the FE simulations also 
showed that the interaction of shock waves with the skull, cerebro-spinal fluid and 
brain played a key role in the nature of the blast related Traumatic Brain Injury 
(bTBI).

Quasi-static tests of porcine patellar tendon revealed that the tissue is stiffer in 
compression and stiffness increases with increasing strain rate.  A clear difference in 
the material behavior is seen between the three different strain rates and thus strain 
rate dependency is achieved.

The compressive stress-strain response for armadillo shell, turtle shell, and ram horn 
at various strain rates is provided in Figure 43. Compression test results revealed 
a typical deformation behavior of cellular solids showing three distinctive regions: 
an initial linear elastic deformation, a plateau of deformation, and another period 
of near linear deformation with a fairly high modulus. The favorable deformation 
mechanisms of these materials in compressive conditions can be explained by 
those of synthetic foams found elsewhere (Gibson and Ashby, 1988; Rhee et al., 
2009). The three materials showed varying levels of strain rate dependence. The 
ram horn gave the highest strain rate sensitivity, while the armadillo and turtle shell 
showed the considerably strain rate dependence. The Young’s modulus for each 
material increased with increasing strain rate, which is a typical phenomenon among 
polymeric materials. When loaded at a low strain rate, the molecular chains have 
sufficient time to adjust to the imposed stress and the modulus value is lower than 
for the case where the same material is loaded at a higher strain rate (Goble and 
Wolff, 1993).

The TEM images of woodpecker beak reveal wavy lines at the keratin cell boundary, 
which has a role of energy absorption in cranial bone (Jaslow, 1990). Suture 
morphology relates to the load, especially compressive loads, and arrangement of 
the fibers in the suture (Krauss et al., 2009). Thus, this wavy line is also assumed to 
have the energy absorption role at the tip of the woodpecker beak. The result of the 
nano-indentation testing shows that the interior bony part of woodpecker beak is 
about two or three times harder than keratin shell. Hard interior material is assumed 
to be responsible for greater impact absorbing capabilities.

 

Figure 42. Sagittal view of the brain with 
pressure contour snapshots at (a) 125, (b) 
163, (c) 224, (d) 316, and (e) 355μs.

Figure 43. Compressive stress-strain response 
for turtle shell, armadillo shell, and ram horn 
for strain rates of 0.001, 0.01, and 0.1/s.
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Task 4. K-12 Outreach Program
 
Team Members: M. Horstemeyer, R. Cuicchi

Objective

Development of a K-12 program (Mission Eggcellence) that communicates the importance of crashworthiness and safety 
issues in design and construction of vehicles through the utilization of a “Car Crash Curriculum” to educate K-12 teachers 
and students through teacher workshops and student competitions.

Approach

Create a grade appropriate curriculum with experiments and problems associated with the Physics of car crashes for 
grades K-2, 3-5, 6-8, and 9-12.  Develop a Teacher Workshop and supply equipment to train grades K-12 teachers for use 
of the grade appropriate curriculum in the regular classroom.   Design a competition for grades K-2, 3-5, 6-8, and 9-12 
incorporating bumper design for passenger safety.   Design a competition for grades K-2, 3-5, 6-8, and 9-12 incorporating car 
design for passenger safety.   

Accomplishments

• Created a grade appropriate curriculum with experiments and problems associated with the physics of car crashes for 
grades K-2, 3-5, 6-8, and 9-12. 

• Developed a Teacher Workshop for grades K-2, 3-5, 6-8, and 9-12 teachers for training in use of the grade appropriate 
curriculum in the regular classroom.  Equipment necessary to conduct the experiments and compete in the competitions 
is given to each teacher participant. 

• Design a competition for grades K-2, 3-5, 6-8, and 9-12 incorporating bumper design for passenger safety. 

• Design a competition for grades K-2, 3-5, 6-8, and 9-12 incorporating car design for passenger safety. 

• The Automotive Engineering Society’s “A World in Motion” program is in the process of adopting the Mission 
Eggcellence Program. 

 

Results and Discussion

Contributions to the Long-term and Sustainable Engagement of the Team/Unit

MSU is developing an “Automotive Experience” strategic program that includes K-12, undergraduate work, and graduate 
level work. A new course and certificate are being developed in real time for this endeavor. 

Thirty-three school districts in 30 counties have had 207 teachers participate in the teacher workshops. Eight hundred ninety-
seven students have competed in the student competitions.  Seventy-nine percent of the teachers who attended the workshop 
had students compete in both the bumper design and car design competitions.  

We are being adopted by Automotive Engineering Society’s “A World in Motion” program to broaden the program further.  
Nissan North America (Canton, MS) and Vista Engineering Inc. have both donated in-kind contributions to the SRCLID 
program with specific interest in the educational development aspects of the program.
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Conclusions

The Mission Eggcellence Program has been developed for the grades K-2, 3-5, 6-8, and 9-12.  The Teacher Workshop for 
these grades has been very successful.  Feedback was excellent. 

Technology Assessment
Fundamental investigation of magnesium alloys including twinning nucleation, recrystallization, and fracture by utilizing 
the approach of multiscale material models and critical experimentation as demonstrated by this project has paved the road 
toward alloy design of Mg alloys with specific attributes and cost in mind.  In the next three to five years, this program 
will provide significant impact to industry as a knowledge hub in materials design, via cyberinfrastructure, for automotive 
applications.  

Conclusions
The Southern Regional Center for Lightweight Innovative Design (SRCLID) is dedicated to developing multiscale material 
models in conjunction with critical lab-scale experiments to characterize the microstructures and properties of several light-
weighting materials (i.e., Al, steel, and Mg alloys) throughout their respective manufacturing and life cycle histories. We will 
then test these materials in crash simulations and safety performance evaluations. These materials are crucial to ongoing and 
critical demands for increased energy efficiency and safety performance in modern automotive designs, and the results of this 
research will facilitate their optimization for these applications.

Our Mg research team is focusing on generating PSP relationships for a number of Mg alloys, where a physics-based 
multiscale ISV model including uncertainty has been developed and validated in the lab-scale extrusion and post forming 
processes.  Both sheet forming and extrusion teams have been actively engaged in Mg demo projects to validate and predict 
PSP relationships at the component level.  The MSF Model has been correlated with several Mg alloys in terms of strain-
life curves and extended to describe FSSW joint behavior.  Our steel research team has established a number of atomistic 
potentials (i.e., Fe, C, Si, Al, Mg) that will be used in development of advanced high strength steels.  The polymer team’s 
efforts include research in natural fiber, polymeric materials, biomechanics, and nanocomposites.  The natural fiber program 
has produced high quality samples for evaluation and the feedback was positive. The biomechanics program has advanced 
to the levels of incorporating polymeric ISV models for tissues and evaluating damage phenomena for brain subject to high 
rate impact.  The composites effort has been developing multiscale material models to describe process/product concepts.  
Our Cyberinfrastructure has integrated our own proprietary software, external software, and experimental information into 
wiki and has garnered high recognition from TMS and USAMP.  In conjunction with the development of multiscale internal 
state variable models, our design team has established optimization methods, including ISV and PSP within the design 
methodology.  We have produced a number of high quality students and graduated 12 students with MS and PhD degrees. For 
the K-12 program, we have developed crash kits and run K-2 and 3-6 grade “Mission Eggcellence” competitions in multiple 
counties throughout Mississippi in an effort to inspire young students’ interest in science and engineering.

In our industrial partnership development, we continue to establish strong ties with companies from various sectors (i.e., 
automotive, software, and manufacturers) throughout the world and they have embraced the technology being developed in 
this program. We received multiple-year cost sharing support from several companies: Alpha Star, SAC, POSCO, Mitsubishi 
Motors, Ftech, Genesis, Smart Aluminum, and Simufact. As the result of extensive interaction with these sponsors, we have 
met the cost share requirement for the program. 

In order to commit a strong support role to the ICME program, we initiated a “Predictive Design Symposium” at MSST in 
June 2011 to share the progress of the SRCLID program with world-renowned scientists and industrial sponsors. Plans are 
for this symposium to be held every two years at MSST’s campus.  In order to demonstrate the deployment of building-
block technology being developed in various tasks, we have actively engaged our Mg-focused research teams with USAMP 
members in the MFERD and HIMAC projects. The team has been developing detailed predictions of process structure-
property relationships for a front-end Mg subsystem. The subsystem is composed of cast, extruded, and sheet-bended 
components. We have used our ISV, HCP crystal plasticity, extrusion process, and fatigue models from Tasks 1-6 to predict 
the state of microstructure (i.e., twinning, textures, strength) and mechanical behavior of the subsystem.
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We will continue to develop the process-structure-property relationships and high fidelity material models for lightweight 
materials with a focused effort to demonstrate the technology through the Mg front-end project sponsored by the DOE. 
Composite, biomechanics, and natural fiber research teams will move forward to develop material specific multiscale models, 
validate them with critical experiments, and assess their cost structures. With the new data generated, we will employ 
these materials in crash simulations. We will continue to update the cyberinfrastructure and work to extend its national and 
international user base. We will also seek further support and form additional alliances with southern regional OEMs where 
the global technology community is within our reach.  
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G. Multi-Material Enabling 
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This project consists of four tasks critical for the welding of lightweighting metal structures. The tasks include (1) 
development of an understanding of dynamic loading on spot welds in AHSS’s; (2) development of friction stir spot welding 
(FSSW) methods for AHSSs; (3) development of friction stir and ultrasonic welding methods for Mg (Mg) alloys; and (4) 
development of a rapid, reliable spot weld inspection method for use in manufacturing plants.

 
Executive Summary
Significant weight reduction in future vehicle structures will likely occur through the adoption of a variety of materials 
including light metals. The obstacles to incorporating these materials include material cost and manufacturability. In addition 
to these obstacles, critical technologies are needed to enable the cost-effective performance necessary for application of these 
materials. Those technologies include multi-material joining, corrosion prevention, and nondestructive evaluation (NDE).

Joining in nontraditional material systems requires significant changes in processes and techniques as compared to 
conventional steel structures. An understanding of the new material response to dynamic loads is needed even if traditional 
joining methods (such as spot welding) are used. Alternative joining methods for magnesium (Mg), aluminum (Al), and 
high-strength steels (HSSs) are needed when joints are formed from similar and dissimilar materials. Candidate methods may 
include friction stir welding (FSW), friction stir spot welding (FSSW), ultrasonic welding (USW), fusion bonding, adhesive 
bonding, and others.

Corrosion of alternative candidate automotive materials is a potential limiting factor to their adoption. Research is needed 
to mitigate the corrosion of Mg, Al, and HSSs in an automotive environment. Corrosion issues become more critical for 
dissimilar material joints, especially when the materials have a significant difference in electrochemical potentials. Mitigation 
strategies are needed.

The quality of materials and joints is critical to their application. Nondestructive inspection methods for verifying joint 
integrity and material quality are needed. Those methods need to be rapid, reliable, repeatable, and easily integrated into 
automotive production plants.

The balance between strength, modulus, fracture toughness, and strain rate sensitivity is different for different materials. As 
a result, design methods for these materials need to be developed to maximize their positive attributes and minimize their 
negative attributes. This project develops alternate material and multi-material design methods while integrating joining, 
corrosion prevention, and component optimization.
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This project consists of six tasks critical for the welding, inspection, and development of lightweighting metal structures. 
The tasks include (1) development of an understanding of dynamic loading on spot welds in advanced HSSs (AHSSs); (2) 
development of USW methods for Mg alloys; (3) development of a rapid, reliable spot weld inspection method for use in 
manufacturing plants; (4) design of a lightweight engine; (5) improvement the fatigue life of welds, and (6) design of joints 
for Al-steel chassis structures. 

 
Activity and Developments

 
 
Dynamic Characterization of Spot Welds in Advanced High-Strength 
Steels
 
Principal Investigator: Zhili Feng, ORNL
(865) 576-3797; e-mail: fengz@ornl.gov 

Principal Investigator: Srdjan Simunovic, ORNL
(865) 241-3863; e-mail: simunovics@ornl.gov

Accomplishments

• Generated a comprehensive data set of the spot weld static strength and failure modes under four different loading 
conditions covering 17 combinations of steel grades, coatings, thicknesses, and 2T/3T stacks. 

• Developed an online spot weld property database and retrieval system for data dissemination with industry collaborators.

• Extended the spot weld element (SWE) formulation to handle the heat affected zone (HAZ) softening of certain AHSS 
welds. 

Future Directions

• Validate a resistance spot weld process and property model that can cover common resistance spot welds of AHSS for 
auto-body structures (steel grades, coating, material mixing, thickness, and stack).

• Validate an SWE formulation for different AHSS thickness combinations of 2T stack and different 3T thickness 
configurations.

• Complete an SWE simulation with developed failure criteria and validate. 

Technology Assessment

• Target: A spot weld modeling tool capable of incorporating the behavior of spot welds (strength, failure mode, and 
deformation rate effects) that is practical to use in advanced auto-body structure crashworthiness computer aided 
engineering (CAE), for more efficient design of structures of AHSS for lightweighting while meeting crash requirement 
and cost-effectiveness.

• Gap: The prediction of spot weld failure of AHSS in finite element modeling (FEM) crash analysis does not match 
experimental results in stress magnitude or in the failure modes observed, which greatly affects the overall accuracy of 
crash analysis of welded structure components.

• Gap: The lack of accurate crash analysis methods for welded structures impedes the rapid adoption and optimal use of 
AHSS and other lightweight materials in auto-body structures.
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Introduction

The primary driver for increased use of AHSSs in auto-body structures is the drastic improvements in performance while 
reducing vehicle weight. Resistance spot welding (RSW) is by far the most common joining process used in automotive 
manufacturing. Typically, there are several thousand spot welds in a vehicle. Because the failure of spot welds can affect 
the crash response of welded structural components, the static and dynamic behavior of the spot welds has been one of the 
critically important considerations in vehicle design and manufacturing.

CAE based simulation of the crash behavior of auto-body structures is an indispensable tool that enables rapid and cost-
effective design and engineering of crashworthy auto-body structures. The prediction of spot weld failure in crashworthiness 
CAE simulation has been generally unsatisfactory for AHSS and other lightweight materials such as Al and Mg alloys. The 
lack of fundamental understanding of and predictive capability for spot weld behavior is a critical barrier that hinders rapid 
adoption and optimal use of lightweight materials in auto-body structures. Weld failures, detected in later stages of the new 
model car development cycle, have frequently resulted in design compromises that can adversely affect the weight savings 
available from using AHSS. Further lightweighting opportunities from optimized use of AHSS and other lightweighting 
materials are not possible without an improved understanding of the phenomena and the development of respective spot weld 
CAE tools.

 

Approach

This project is developing a new and robust approach to reliably predict the deformation and failure of spot welds in 
advanced crashworthiness CAE. These developments will provide solutions to the barriers to the design and engineering of 
crashworthiness for welding-intensive auto-body structures. The project will cover the range of AHSSs, weld configurations, 
welding conditions, and loading modes required for industry CAE implementation. The outcome will be an optimized model 
that can be implemented in crash simulation finite element analysis (FEA) codes used by the automotive crash modelers.

A three-pronged approach, supported by experimental data, was used to develop the new spot weld 
modeling methodology:

• a SWE formulation and associated constitutive models optimized for robustness in CAE simulation and practical to use 
by automotive crash modelers, yet with the complexity to incorporate weld geometry and microstructure effects;

• a physics based, integrated, electrical-thermal-mechanical-metallurgical spot weld process model to generate the weld 
geometry, microstructure, and residual stress results needed by SWE; and

• a companion weld characterization and impact test database for development and validation of the new spot weld 
modeling approach.

Results and Discussion

In FY 2011, we completed comprehensive testing and characterization of resistance spot welds. The test matrix included four 
different grades of steel (DP 600, DP 980, TRIP 780, boron), four different surface coatings [hot dipped galvanized (HDG), 
hot dipped galvannealed, hot dipped aluminized, and uncoated], and three different thicknesses (1.0, 1.2, and 2 mm). The 
test matrix also included welding of different combinations of AHSSs (DP 600/DP 980, DP 600/TRIP 780, TRIP 780/boron), 
different thicknesses, and 3T stacks. For each combination of steel grade, coating, and thickness, welds were produced with 
three different weld nugget sizes. The welded samples were tested under lap-shear, cross-tension, coach-peel conditions, and 
a specially designed in-plane torsion condition. The test matrix covered more than 220 unique combinations of materials, 
welding, and mechanical testing conditions. In addition, multiple duplicates of welds were produced for each combination for 
microstructure characterization, microhardness mapping, and miniature mechanical property testing that will be carried out in 
FY 2012. 
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To efficiently manage and evaluate the large data set and to enable future technology transfer, we have established a project 
web page (Figure 1). The current configuration is used for test analysis and for distribution of FEM models and formulations. 
A more detailed description of the method and results from the high-resolution simulations will be presented in the first 
quarter of FY 2012.

Figure 1. Interface for online experimental data retrieval and analysis.

Table 1 provides examples of selected testing results of TRIP 780 and heat treated boron steels. It is noteworthy that the 
dissimilar metal joints between TRIP 780 and boron steels have higher strength than both steels welded to themselves under 
cross-tension loading conditions. In addition, the failure of the dissimilar metal joint was located in the higher-strength boron 
steel side under both lap-shear and cross-tension loading conditions. The causes of such failure in dissimilar metal joints are 
being investigated. 

Table 1. Joint strength of TRIP 780 and boron steel, and their combination; sheet thickness: 1.0 mm.

The effect of weld nugget size on the joint strength is illustrated in Figure 2. It is evident that the weld nugget has very strong 
influence on the joint strength. Such load-displacement curves will be used to assist and validate the SWE model.   
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 (a)             (b)

Figure 3 shows the microhardness distribution in a DP 980 
spot weld made between a 1.2 mm thick sheet and a 2.0 mm 
thick sheet. The weld nugget region exhibits much higher 
hardness due to the formation of nearly 100% martensite. 
The HAZ softening—a region outside of the weld nugget 
exhibiting a reduction of hardness, thereby the strength—is 
clearly revealed. The physics based, integrated, electrical-
thermal-mechanical-metallurgical spot weld process model 
developed in this project is capable of predicting such features 
of microstructure and property heterogeneity, as reported in the 
FY 2010 annual report. The integrated model is being further 
refined and validated with the comprehensive set of welds and 
testing results generated this fiscal year (2011). In FY 2011, the 
integrated weld process model gained a new feature to properly 
handle the chemical mixing in the molten nugget region 
between steels with different chemistry. The model is being 
compared with the experimental data.

For the SWE development, we have developed parametric, high-resolution mechanical models for analysis of the mechanical 
response of the joints. The parametric form allows for systematic investigation of model performance and convergence 
properties. Results from the welding simulations are mapped into mechanical properties of the material in the spot weld 
specimens. Details of the high-resolution mechanical spot weld models in lap-shear and cross-tension test configurations are 
shown in Figure 4.

(a)                                                                                                       (b)

Figure 4. High-resolution finite element model of a lap-shear spot weld specimen (a) and a cross-tension spot weld (b). Colors denote 
different zones in the specimen. 

Figure 2. Load-displacement curves of boron steel welds. Three repeats for a given spot weld size; thickness = 1.0 mm. 
For (a), weld nugget = 4.0 mm; for (b), weld nugget = 5.5mm.

Figure 3. Microhardness mapping of DP 980 steel. Sheet 
thickness: top = 1.2 mm, bottom = 2.0 mm.
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These high-resolution models are used for determining a strategy for 
scaling up the formulation into a coarse-mesh formulation as illustrated in 
Figure 4. The simulations are also used to determine appropriate scaling of 
material properties in the weld zones that are expected to control the overall 
response of the joint. In the SWE formulation, plates are modeled by shell 
finite elements. Weld nuggets are modeled by solid elements. The coupling 
interfaces will also incorporate progressive failure mechanisms as is shown 
in Figure 5.

To be able to accurately model the mechanical response and the load 
transfer in the coarse-scale spot weld, a new formulation for coupling 
its parts is needed. The new model cannot be entirely built using the 
available technology and existing capabilities in commercial software. 
Currently available formulations in commercial codes for connecting shell 
(representing sheet metal) and solid elements (representing welds) do not 
couple all the required degrees of freedom to allow for accurate mechanical 
representation of the joint. We have developed coupling formulations based 
on expanding the degrees-of-freedom approach that account for specifics of 
the spot weld mechanical response. The formulations will be extended to 
modeling dominant failure regions and their behavior based on experiments 
and results from high-resolution models.

 

Conclusions

The integrated electrical-thermal-mechanical-metallurgical RSW process and performance model formulation have been 
successfully developed with all essential features to handle various materials, joint geometries, and welding process 
conditions typically encountered in RSW of AHSS auto-body components. The integrated weld process model has been 
shown to be stable and robust and can be used to provide the microstructure and local property variations (including the HAZ 
softening) as input to the SWE model. This model is being further validated with the comprehensive experimental data set 
generated in FY 2011. A comprehensive spot weld dataset and an effective online based data retrieval and analysis tool have 
been completed. The formulation of the robust SWE will be further developed in FY 2012.

Ultrasonic Solid State Joining Magnesium to Steel
 
Principal Investigator: Michael Santella, ORNL
(865) 574-4805; e-mail: santellaml@ornl.gov 

Accomplishments

• Demonstrated the ability to effectively join Mg to steel using both FSW and USW solid-state joining techniques. 

• Developed an improved understanding of the effect of different energy sources, whether rotating friction or ultrasonic 
vibration, and application conditions such as rotation speeds and pressure or ultrasonic frequency and amplitude and 
their effect on alloy-product form combinations. 

• Assessed erosion behavior and developed strategies for controlling it.

• Completed initial milestones demonstrating the ability to produce AZ31 hot dip galvanized mild steel USW with lap-
shear strengths exceeding 4 kN. 

• Completed initial investigation into bond formation and performance of Mg to steel joints including microanalysis 
procedures to begin establishing bonding mechanisms.

Figure 5. A scheme of the developed coarse-scale 
spot weld submodel model for component-level 
crash simulations.
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• Demonstrated that a low cost infrared (IR) camera is capable of both postmortem and real-time weld quality assessment 
to establish a rapid nondestructive inspection technique for spot welds. 

• Applied advanced multiphysics model for revealing temperature and deformation evolution during resistance RSW 
of AHSSs in two and three layer stackups. The prediction was used to improve the data analysis algorithm used in IR 
inspection techniques.

Future Directions

• The joining of dissimilar metal will include the determination of the fundamental aspects of Mg-steel bond formation in 
ultrasonic spot welding. This will include analysis of joint microstructures to better characterize features that contribute 
to making strong bonds. 

• Evaluate weld bonding (combinations of adhesive bonding with the solid-state welding processes) as a means to improve 
mechanical properties. Research plans include placing more emphasis on fatigue testing in the FSW and USW task with 
the goal of determining stress levels that can support a fatigue life of 106 loading cycles. 

Technology Assessments

• Target: Develop robust, mechanically strong, and industry affordable FSSW and USW processes for joining dissimilar 
metals.

• Gap: Dissimilar metals are not joinable by conventional welding processes.

• Gap: Joining with adhesives is too expensive and time consuming for dissimilar metal joints.

Introduction

Joining methods available in the cost environment relevant to automotive manufacturing include  RSW, adhesive bonding, 
linear fusion welding, hemming, clinching, bolting, and riveting. However, because of the highly dissimilar natures of Mg 
and steel, joints of these two metals can be problematic. For instance, Mg-to-steel joints cannot be simply fusion welded due 
to the extreme differences in their melt temperatures and solid-state methods that require large amounts of plastic strain suffer 
from the poor ductility of Mg due to its hexagonal crystal structure.

USW appears to have potential for overcoming some of the traditional barriers to constructing hybrid Mg-steel components. 
USW is commonly considered a solid-state welding process that forms metallurgical bonds with minimal heating. However, 
no significant studies are available about applying USW to Mg-steel welding.

The purpose of this project is to develop an applied understanding of

• the localized metal forming and metallurgical bonding that develops USW;

• the influence of process parameters on joint strength and performance; and

• the properties of joints, including lap-shear strength, fatigue properties, corrosion issues, and microstructural 
characteristics.

Approach

This project is designed to overcome some of the technical barriers to implementing the USW process. Task 1 focused on 
a preliminary assessment of the application of USW for spot welding Mg to steel. It featured a decision gate of achieving 
lap-shear strengths of at least 1 kN as an indication of technical feasibility. Task 2 concentrated on improving joint strength 
through modification of process controls and on investigating the fundamental metallurgical aspects of bond formation. Task 
3 focused on evaluating fatigue properties of Mg-steel ultrasonic spot welds and developing strategies to control corrosion in 
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the joints. The tasks were oriented toward developing information useful to manufacturers in their decision making processes. 
However, the intention was to develop a basic understanding the feasibility of making Mg-steel joints and of the general 
usefulness of USW.

The ultrasonic welds are made with a Sonobond CLF2500 using a pedestal welding station. The sonotrode tips are made from 
T1 steel. They typically have flat, rectangular faces with dimensions of either 5 mm by 7 mm or 7 mm by 7 mm.

The materials used for the current experiments were sheets of 0.8 mm thick HDG mild steel and 1.6 mm thick AZ31B-H24. 
The zinc coating on the steel was about 9 μm thick. Before welding, the surfaces of the AZ31B sheet were buffed with 
nonmetallic abrasive pads to remove surface oxides and produce shiny surfaces. Both metals were also degreased with 
acetone followed by isopropyl alcohol to remove lubricants and surface debris.

Coupons of AZ31 nominally 30 mm wide by 100 mm long were welded to mild steel coupons of the same size to produce 
specimens for mechanical testing and metallographic analysis. A 25 mm overlap was used for making lap-welded coupons 
with spot welds centered in the overlap regions. Specimens were positioned for welding so that the primary vibration 
direction of the sonotrode was perpendicular to their long axis. Spot welding was typically performed at 1,500–2,500 W, and 
welding times typically ranged from 0.2–1.2 s.

Results and Discussion

The results from tensile lap-shear testing are presented in Figure 6, 
where the variations of failure load with welding time are plotted 
for two arrangements: Mg-steel, where the sonotrode engaged the 
AZ31, and Steel-Mg, where it engaged the HDG steel. The Mg-
steel results were discussed in a previous report. The maximum 
lap-shear failure loads for Mg-steel spot welds are near 4 kN in 
1.0 s of welding time. Those lap-shear strengths are in the range 
of the levels found for RSW and FSSW AZ31 to itself. Given the 
disparities of properties between AZ31 and the mild steel, the 
lap-shear results are remarkable. The figure indicates that similar 
maximum failure loads can be achieved with the arrangement of 
steel contacting the sonotrode. This important result indicates that 
USW has the desirable flexibility for addressing components in the 
manufacturing environment.

Initial results from evaluating weld bonding are presented in 
Figure 7, where the Mg-steel results are replotted for comparison. 
Results are shown for three adhesive (Dow Betamate 73305) 
conditions. First, USW spot welds were made through uncured 
adhesive as is commonly done with RSW. This approach caused 
a significant decrease of lap-shear strength. Subsequently, some 
spot welded coupons were cured. Curing produced lap-shear 
strengths in the range of 6 kN. As a reference, coupons that were 
only adhesive bonded and cured were also tested, and these had 
lap-shear strength of 4–5 kN. These results suggest that USW 
through adhesive is not advisable. Presumably, this is at least 
partially due to the adhesive modifying friction properties at the 
welded interface. Additional study will be required to determine 
how much strength can be preserved in USW spot welds made 
through uncured adhesives. Once the adhesive is cured, lap-shear 
strengths can exceed those made by either process alone. In all of 
the experiments, the area covered by adhesive was about 25 mm by 
25 mm, a significantly larger area than that of the USW spot welds 
(about 7 mm by 7 mm).

Figure 6. Variations of lap-shear strength with welding time and 
metal arrangement using a 7 mm by 7 mm sonotrode tip.

 Figure 7. Variations of lap-shear strength with welding time and 
adhesive cure condition.
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Results from an evaluation of the effect of corrosion on lap-shear strength 
are shown in Figure 8. A total of 20 Mg-steel specimens were made for 
exposure using the Ford Arizona Proving Ground Equivalent Corrosion 
Cycle (APGE) test, a widely accepted screening test for automotive 
components. The exposure consisted of immersion in 5% NaCl bath at 
room temperature for 15 min followed by air-drying for 3 h. Following 
this, the dried specimens were placed in a chamber where relative humidity 
was controlled to 80% and temperature was maintained at 50°C. Each 
cycle of exposure in the chamber lasted 20.75 h. Starting at the fifth cycle 
of exposure, one specimen was tested for lap-shear strength after each 
cycle. Figure 8 shows that strength decreased linearly with each cycle of 
exposure up to 12 cycles. From that point on, strengths became very erratic 
and many specimens could be broken by routine handling. 

Photographs of a specimen after the 20th cycle are shown in Figure 9. A 
compound identified as Mg(OH)2 was deposited in the crevice between the 
AZ31 and the steel. The deposits were observed after even one exposure, 
but they continued to thicken with each exposure cycle, contributing to 
a separation force between the sheet specimens. Examination of fracture 
surfaces found that welded areas also decreased with exposure cycle, but 
even in the weakest joints there was evidence of metal-metal bonding. 

 

Conclusions

USW of AZ31 to HDG mild steel was insensitive to metal arrangement. With steel contacting the sonotrode, spot weld 
failure loads were as high as those with AZ31 contacting the sonotrode, but the weld time needed increased from 1–1.2 s to 
1.5–2.0 s. When adhesive bonding was coupled with USW (i.e., weld bonding), lap-shear failure loads increased to near 6 
kN. Exposure of spot welds in the APGE corrosion tests showed that lap-shear failure load decreased linearly with exposure 
cycle. No useable joint strength was preserved after about 17 cycles of exposure.

Figure 8. Variations of  lap-shear strength with 
welding time and tip size.

Figure 9. Variations of  fatigue life expressed as cycles 
to failure with loading range.
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Online Weld Quality Monitor and Control with Infrared Thermography
 
Principal Investigator: Zhili Feng, ORNL
(865) 576-3797; e-mail: fengz@ornl.gov 

Project Team: Jian Chen, Ralph B. Dinwiddie and Wei Zhang, ORNL

Accomplishments

• Evaluated weld quality attributes including nugget size, existence of surface cracking and/or porosity defects, and weld 
hardness and microstructure.

• Simulated the postmortem inspection using finite element heat transfer analysis for identifying quantifiable infared (IR) 
signal signatures for weld quality and refining heating device and procedure.

• Developed fully automated, efficient, and robust IR image analysis algorithms that can readily meet the online and 
offline inspection cycle time requirements.

• Completed real-time IR data acquisition on a large matrix of resistance spot welds made of different steels, thickness 
gauges, coatings and stackups, including leveraging the in-kind industry cost share by AcerlorMittal.

Future Directions

• Continue the measurement of weld quality attributes on spot welds especially those fabricated recently in late August 
2011 for use in the development of the correlation between IR thermal signals and weld quality.

• Improve the accuracy of both online and offline IR image analysis algorithms for the weld quality inspection, aided by 
advanced FEM.

• Begin the assembly of a prototype IR inspection system with major components including cost-effective IR camera, post-
weld heating and/or cooling device, software expert system, and computer for data acquisition and analysis.

Technology Assessment

• Target: Develop a system that can meet or exceed the inspection cycle time requirements dictated by the mass production 
assembly line environment including (1) collection time less than 2–3 s for online inspection, (2) collection time less 
than 5–10 s for offline inspection, and (3) data analysis and decision making time less than 1–2 s.

• Target: The prototype spot weld quality inspection system based on IR thermography can detect the stuck weld, weld 
nugget size (up to 0.2 mm resolution), and surface indentation (up to 0.1 mm resolution) in both the two layer (2T) and 
three layer (3T) stackup configurations.

• Gap: Automated, robust, and efficient IR image acquisition and analysis algorithms and hardware system to determine 
the weld quality within the targeted time period and with the necessary quality and weld attribute special resolution do 
not exist.

Introduction

The development of RSW for AHSSs is critical for enabling the broader implementation of AHSSs in vehicle structures 
for lightweighting and crashworthiness. For example, boron steel, with a strength of 1,500 MPa (i.e., 5 times that of mild 
steels common to vehicle structures), has been successfully implemented in mass production commercial vehicles (O’Hara, 
2010). Lotus estimated a 16% weight reduction for body-in-white (BIW) by using an AHSS intensive automotive body 
structure (Lotus, 2010). Variations in welding conditions, part “fit-up,” and other production conditions inevitably occur in 
the complex, high-volume BIW assembly process. These variations can result in out-of-tolerance joints that impair the quality 
and performance of the vehicles. The increasing use of AHSSs and other lightweight metals is expected to pose even more 
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stringent requirements on joint quality. Reliable quality inspection techniques are crucial for achieving and ensuring high-
quality joints on the assembly line. For it to be successfully adopted by the automotive industry, any new quality inspection 
technology needs to be low cost, fast, and highly accurate.

In last year’s (FY 2010’s) effort, an RSW quality inspection system was successfully demonstrated based on a low cost IR 
camera for both real-time (online) and postmortem (offline) applications. As the IR imaging analysis algorithms were just 
being developed, user intervention was needed for processing the data and judging the weld quality. Built on last year’s 
groundwork, this year’s effort was focused on three major areas: (1) development of a fully automated, efficient, and robust 
IR image analysis algorithms for determining weld quality; (2) acquisition of a weld quality database to cover a wide range 
of steels, thickness gauges, etc.; and (3) improvement of inspection system hardware including the post-weld heating device 
and procedure. Details are provided in the following.

Approach

For the IR based inspection technique to be accepted in the intended automotive body structure manufacturing environment, 
it needs to cover a variety of AHSSs with different grades, thickness gauges, coatings, and stackup configurations in the 
current and future generations of lightweight vehicle structures. In FY 2011, we conducted extensive welding experiments 
and data collections for both the real-time and post-weld approaches. The majority of the welding experiments were 
conducted at AcerlorMittal, and more recently at AET Integration. The AHSSs included galvanized DP 590 1.2 mm and 
1.8 mm, DP 600 1.0 mm and 2.0 mm, TRIP 780 1.0 mm and 2.0 mm, cold rolled DP 980 1.2 mm and 2.0 mm, and boron 
steel 1.0 mm and 2.0 mm. Various combinations of those steels in both 2T and 3T stackup configurations were studied. In 
the experiment, the welding parameters were carefully controlled to produce welds with varying attributes (the nugget size 
and the existence of surface cracking, etc.). Several replicates for each condition were produced to understand the statistical 
variation in weld quality. Real-time IR images during welding were acquired during the experiment. The resulting welds 
were further analyzed using the postmortem inspection procedure. More than 500 welds were made and thermal images were 
acquired.

A select number of welds were evaluated destructively for measuring weld nugget size, existence of surface cracking and/
or porosity defects, and weld hardness and microstructure. Such weld attribute data are important for the development of the 
correlation between IR thermal signals and weld quality.

The fully automated image analysis algorithms function by reading and/or collecting the IR image data for online or 
offline inspection. The algorithms then identify and select the areas of interest and effectively analyze the data to obtain the 
characteristic signature of the thermal images in correlation to the weld defect and quality. At the time of this report, ORNL 
was in the process of patent application for IR image analysis and hardware improvement. Therefore, the details of IR image 
analysis and hardware improvement will be reported in the future. Finally, FEM of surface temperature evolution in both 
real time and postmortem applications was used to (1) refine the heating device and procedure and (2) identify temperature 
fingerprints (or thermal signatures) for accurate quantification of weld quality attributes.

Results and Discussion

Figure 10 shows the destructive measurement of weld nugget attributes. The nugget size (Ø) and the indentation depth (d) 
can be readily determined from the weld transverse section shown in Figure 10(a). In addition, the microhardness profiling 
is done on this transverse section to quantify the weld microstructure. Depending on where the transverse section is cut, the 
porosity may or may not be captured. To precisely observe the existence of any porosity, the specimen is carefully polished 
down to the faying surfaces to reveal the normal section, as shown in Figure 10(b).
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Three methods are used for the detection of surface cracking, another common defect found in RSW of AHSSs. The optical 
imaging method, though very simple, is not reliable for detecting the existence of any cracking due to the surface discoloring. 
The dye penetrate method, on the other hand, is a reliable way to detect surface cracking. Finally, the three-dimensional (3D) 
white-light profiling method provides an accurate and quantitative measurement of both the surface cracking and the surface 
indentation geometry, as shown in Figure 11. The weld attributes determined destructively are prerequisites for correlating IR 
thermal signatures to the weld quality.

Figure 11. Measurement of surface cracking (if any) and indentation using 3D  
white-light profiling.

Figure 10. Destructive evaluation for measuring weld nugget size, indentation, and existence of porosity, showing 
(a) transverse section and (b) normal section. Symbols d and Ø correspond to the indentation depth and the weld 
nugget size, respectively.
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Figure 12 shows some preliminary results obtained using the fully automated algorithms for postmortem inspection on 
two different welds: (a) a weld with acceptable nugget size and (b) a weld with excess heat input leading to expulsion. The 
calculated thermal signature, shown in the lower right window, exhibits a steeper bottom portion for the acceptable weld 
than the weld with expulsion. Additional algorithm development is ongoing to quantitatively correlate the thermal signatures 
to the weld quality. The automated algorithms have so far demonstrated robustness in their ability to tolerate variations in 
experiment testing, a critical function necessary for the application in automotive assembly line.

     (a)            (b)

Figure 12. Preliminary results demonstrating the ability of automated data analysis algorithms to distinguish two welds in postmortem 
inspection: (a) an acceptable weld and (b) a weld with excess heat input, leading to expulsion.

An application of the automated algorithms for real-time inspection is illustrated in Figure 13. As shown in this figure, the 
algorithms analyze the real-time data during spot welding to extract the thermal signatures, which are then used to correlate 
to the weld nugget attributes (such as nugget size). Significant development efforts are ongoing to improve the accuracy of 
both online and offline IR image analysis algorithms for weld quality inspection, aided by advanced FEM.

Figure 13. Preliminary results illustrating the quantitative correlation of an IR thermal signature to weld nugget size in real-time inspection.
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Conclusions

Significant work was accomplished in FY 2011 toward the development of a cost-effective, robust, and accurate IR 
thermography based system to quantitatively inspect spot weld quality in automotive manufacturing plants. The weld quality 
database was expanded based on a large matrix of RSW experiments covering different steels, thickness gauges, coatings, 
and stackups used in current and anticipated future generations of vehicle structures. Weld quality attributes were evaluated 
destructively to determine nugget size, existence of surface cracking and/or porosity defects, and weld hardness and 
microstructure. FEM of both real-time and postmortem applications was performed to identify quantifiable thermal signatures 
for weld quality and to refine the heating device and procedure. Finally, a first version of the fully automated, efficient, 
and robust IR thermography image analysis algorithms that can readily meet the online and offline inspection cycle time 
requirements was successfully developed.

Improving Fatigue Performance of Advanced High-Strength Steel  
Welds (CRADA)
 
Principal Investigator: Zhili Feng, ORNL
(865) 576-3797; e-mail: fengz@ornl.gov 
 
Principal Investigator: Benda Yan, ArcelorMittal USA
(219) 399-6922; e-mail: benda.yan@arcelormittal.com

Accomplishments

Completed literature review and state-of-the-art assessment of weld fatigue life improvement strategies pertaining to auto-
body structure applications. 

• Identified three key factors that can be effectively controlled for weld fatigue life improvement.

• Completed experimental planning and system acquisition for in situ transient weld stress measurement and in situ 
neutron diffraction study of steel phase transformations. 

Future Directions

• Apply the integrated weld process and performance model to identify effective means of controlling the key parameters 
influencing the weld fatigue life.

• Develop weld filler metal and welding process control methodology for weld fatigue life enhancement.

• Conduct coupon level and component level welding and fatigue life testing to verify the fatigue life improvement 
strategy.

• Develop case-by-case application guidelines to apply the technologies in automotive body structure fabrication. 

Technology Assessment

• Target: Develop robust in-process weld fatigue life improvement technologies that can be used to join AHSS auto-body 
structural components with cost penalties acceptable to the auto industry.

• Gap: The weld fatigue strength in the as-welded condition does not increase in proportion to the yield/tensile strength 
of AHSS. The insensitivity of weld fatigue strength to steel strength is a major barrier for lightweighing through down-
gaging for chassis and other load-bearing components. 

• Gap: Today’s weld fatigue improvement techniques are mostly post-weld based. The added steps are cost prohibitive in 
the high volume mass production automotive environment and there exist large variabilities in the fatigue life achieved 
by the post-weld-based techniques.
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Introduction

Under a CRADA agreement, ORNL and ArcelorMittal USA are working together to develop the technical basis and 
demonstrate the viability of innovative technologies that can substantially improve the weld fatigue strength and the 
durability of auto-body structures. The developed technology will be cost-effective and practical in the high volume 
vehicle production environment. Enhancing weld fatigue performance would close a critical technology gap that impedes 
the widespread use of AHSSs and other lightweight materials for auto-body structure lightweighting. This means that the 
automotive industry would be able to take full advantage of AHSS strength, durability, and crashworthiness without being 
concerned with weld fatigue performance. In the not too distant future, engineers need to be able to design an auto-body 
structure using the steel and other lightweight, high performance materials with the lightest gages possible to maximize 
fuel efficiency improvement and greenhouse gas emissions reduction while improving the performance, stiffness, strength, 
crashworthiness and durability at the lowest cost. Improving fatigue life of welds is critical for achieving this goal.

Durability is one of the primary metrics in designing and engineering automotive body structures. Fatigue performance of 
welded joints is critical to the durability of body structure because the likeliest locations for fatigue failure are often at welds. 
Even in the most meticulous fatigue design, a weld may have to be placed in a high tensile stress region, and any possible 
resulting fatigue crack will likely preferentially initiate at the weld stress riser (Bonnen, 2006). Recent studies by the A/SP 
Sheet Metal Fatigue Committee, DOE’s Lightweighting Materials Program, and others (Bonnen, 2006; Yan, 2005; Iyenger, 
2008; Feng, 2008; Feng 2009) have clearly revealed that, unlike the base metal fatigue strength, the weld fatigue strength 
of AHSS is largely insensitive to the base metal composition, microstructure, and strength under typical welding conditions 
used in BIW. The lack of inherent weld fatigue strength advantage of AHSSs over conventional steels is a major barrier for 
vehicle weight reduction through down-gauging, as down-gauging leads to increases in stresses, thereby reducing durability 
under the same dynamic road loading conditions. In addition to AHSSs, a recent comparative study (Feng, 2011) reveals that 
other lightweight alloys such as Al and Mg alloys may not offer improved weld fatigue strengths on a “specific weight” basis. 
Therefore, solutions to improve the fatigue strength of welds are critical to BIW lightweighting.

Because of its broad impact, weld fatigue life has been a topic for extensive research for many years, and many researchers 
have worked on this topic to find ways to improve weld fatigue life. Many good ideas have been developed, but most involve 
additional post-processing steps (Prevey, 2003; Matamleh, 2007; Stevens, 2002) such as laser shot peening, low plasticity 
burnishing, sand blast peening, or coining. Although many of the post-welding stress suppressing techniques are effective in 
improving the weld fatigue life, they are difficult to implement in the automotive industry due to extra cost and time. Because 
of the difficulties in improving the weld fatigue life, the auto industry designs the weld line away from the high stress area. If 
this is not possible, then HSS will not be used. This was the major reason that HSSs, such as dual phase steels, were not used 
in the chassis structure until recently and are not fully used in other areas due to weld fatigue concerns. One example area 
is the tailor welded blank/structure/tube, an important lightweighting technology, which often cannot be used due to weld 
fatigue concerns. 

Approach

Instead of using post-welding techniques to improve the weld fatigue strength, this project focuses on developing in-process 
weld technology as part of the welding operation. The proposed work will take advantage of the extensive experience with 
AHSSs gained over the years in the nuclear power generation, construction and mining equipment, oil-gas, and automotive 
industry sectors by both ORNL and ArcelorMittal to develop innovative solutions for weld fatigue life improvement. The 
proposed joint research will also fully utilize the most advanced test and analysis equipment at ORNL and ArcelorMittal 
Global R&D, East Chicago, Indiana.

The current work will look into effective ways to control and mitigate the key factors governing the fatigue life of AHSS 
welds, including weld profile, weld residual stress, and weld microstructure/ chemistry. Two specific in-process approaches 
will be further developed in this project. Technical and economic issues unique to the automotive body structural welding 
environment have been identified and will be addressed. Per CRADA policy, specific details of the approaches will be 
released to the public at a later time. 
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Results and Discussion

This project started in March 2011. A series of meetings and discussions have been conducted among the team members to 
review the state-of-the-art weld fatigue life improvement techniques. Through a close interaction between the two teams, 
pros and cons of different weld fatigue life improvement techniques are reviewed and ranked in consideration of the unique 
automotive structure and production requirements. Baseline welds are being produced for fatigue testing, weld residual stress 
measurement, weld profile study, and weld microstructure characterization. ORNL’s integrated weld process and performance 
model is being further developed to predict the weld fatigue life from weld microstructure, weld residual stress, and weld 
profile. A novel approach using in situ neutron diffraction for steel phase transformation has been identified and will be 
applied in the course of this project to assist the development of the fatigue life improvement technology. Welding equipment 
at ArcelorMittal R&D has been upgraded for the planned welding experiments.

Conclusions

Weld fatigue life has been identified as one of the key technology barriers to widespread use of lightweight materials (AHSS, 
Al and Mg alloys) for auto-body structure lightweighting. The technology developed in this project is expected to provide 
cost-effective and practical solutions to the automotive industry to address this critical issue.

Infrared Heat Treatment of Cast Bimetallic Joints and Residual Stress 
Characterization
 
Principal Investigator: Thomas R. Watkins, ORNL
(865) 574-2046; e-mail: watkinstr@ornl.gov 

Principal Investigator: Timothy W. Skszek, Cosma Engineering
(248) 786-2584; e-mail: tim.skszek@vehmaintl.com 
 
Investigators: Joeseph A. Angelini, Rick Battiste, Pooron Joshi, Gerald M. Ludtka, Adrian Sabau, Hebi Yin, Wei Zhang, 
ORNL; Xiaoping Niu, Promatek Research Centre

Accomplishments

• Signed the CRADA with Cosma on April 28, 2011.

• Received flat plate samples and bimetallic joint samples. 

• Determined initial microstructures and emissivities of the as-cast plates. 

• Have run initial thermodynamic and numerical heat flux simulations. 

Future Direction

• Future work will be aimed toward developing Al T5 and modified Al T6 IR heat treat methods for flat Al-Si-Mg castings 
(i.e., not bimetallic joints), determining the minimum duration of time at temperature with IR heating to achieve yield 
strength and elongation of conventional T5 and T6 tempers, characterizing IR processed flat samples, beginning the 
modeling effort, and ultimately proceeding to the “Go/No-Go” decision point (see below).
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Technology Assessment

• Target: Achieve the three minimum performance requirements for T5 treated flat castings—yield strength >172 MPa, 
ultimate tensile strength >243 MPa, and elongation >7%—and/or meet the three minimum performance requirements for 
T6 treated flat castings—yield strength >250 MPa, ultimate tensile strength >310 MPa, and elongation >8%.

• Gap: Current heat treatments are either too time consuming or degrade the beneficial residual stresses.

 

Introduction

This project addresses the DOE VTP LM technology barrier of “Joining and Assembly” by facilitating the use of 
lightweighting, high performance materials that will contribute to the development of vehicles that provide better fuel 
economy yet are comparable in size, comfort, and safety to today’s vehicles. The project is focused on a specific application 
on a high volume vehicle platform; however, the joining technologies and methods developed will be applicable to multiple 
joints throughout this and other vehicle architectures. 

The purpose of this project is to investigate an IR heat treatment to increase yield strength and elongation of the cast Al 
portion of an Al–steel bimetallic joint to achieve a superior joint. IR heat treatments have been demonstrated to provide 
reduced processing time, reduced energy requirements, and improved material properties of Al components including 
strength and elongation relative to convection thermal heat treatment methods. The bimetallic joints (Buchholz, 2011) under 
consideration are part of the automotive front and rear cross-car structure, wherein a steel tube is enveloped by molten Al to 
form a joint. It is believed that a novel IR heat treatment approach may be able to tailor the temperature profile, post casting, 
to strengthen the Al, better manage the residual stresses, and achieve a superior joint. Fabrication and thermal processing of 
a bimetallic structure comprising two dissimilar materials presents processing challenges to mitigate/reduce/optimize many 
materials issues such as residual stresses, interfacial reactions, and changed properties. 

 

Approach

The technical objective of the CRADA is to develop and model a heat treatment process based on IR heating of an Al casting 
and a bimetallic joint to produce a T5 temper in a shorter period of time than is currently achievable and, separately, a T6 
temper for improved mechanical properties without loss of joint integrity. These objectives have been organized into three 
research areas: IR processing experiments and prototype assembly, model development and validation, and characterization 
of castings and joints. Two distinct sets of samples will be examined: flat casting samples and sectioned bimetallic “joint-
only” samples. Cosma will supply both flat castings and joint-only samples under standard processing conditions (T5 and T6 
anneal) as well as untempered/un-heat-treated flat casting and joint-only samples. 

During Phase I of this project T5 and modified T6 IR heat treat methods for flat Al-Si-Mg castings (i.e., not bimetallic joints) 
will be developed, minimum duration of time at temperature with IR heating to achieve yield strength and elongation of 
conventional T5 and T6 tempers will be determined, flat samples will be characterized, and the modeling effort will be begun. 
Ultimately, the project will proceed to the Go/No-Go decision point to meet the three minimum performance requirements 
for T5 treated flat castings (yield strength >172 MPa, ultimate tensile strength >243 MPa, elongation >7%) and/or the three 
minimum performance requirements for T6 treated flat castings (yield strength >250 MPa, ultimate tensile strength >310 
MPa, elongation >8%) to continue efforts into year 2.

Results and Discussion

Phase I of the project was initiated in late April of FY 2011. More than 200 flat A356 casting samples were received from 
Cosma. Emissivity measurements have been conducted and the casting microstructure noted. Phase equilibria and heat flux 
simulations have been conducted.
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As part of IR processing experiments and prototype 
assembly tasks, the emissivity of the as-received 
sample surfaces was measured. Emissivity, ε, is the 
ability of a surface of a particular material to emit 
energy by radiation relative to the energy radiated 
by a black body at the same temperature.  This ratio 
is dimensionless and for a real object ε < 1 (ε = 1 
for a true black body). In production, a colloidal 
graphite mold release agent is used and the surfaces 
of the flat casting have residual mold release agent 
on them. This residual coating would be present 
in production and impacts the emissivity of the 
sample surface. For these samples, one surface 
was darker (more residual graphite coating) than 
the other. Spectroscopic reflectivity measurements 
were made using a Perkin-Elmer Lambda 900 
spectrophotometer with an integrating sphere 
attachment, which can be used to measure diffuse 
reflectance samples. The emissivity of a typical flat 
casting sample was estimated as 1 ρ, where ρ is the reflectivity (Pitts and Sissom, 1977). In Figure 14, the gray hemispherical 
emissivity was estimated to be 0.88 and 0.84 for the darker and lighter surfaces, respectively.

Figure 15 shows the microstructure of the as received as cast samples. A356 is a hypoeutectic Al-silicon (Si) alloy (ASM 
Handbook, 2004) with alloying contents less than the amount of Si (92.2 Al/7.1 Si/ 0.4 Mg/0.3 other). A network of gray 
silicon particles surrounds the dendritic Al-Si eutectic phase (American Society for Metals Handbook, 1972). The dendritic 
structures appear to be about the same size in Figures 15 (a) and 15 (b) but are significantly larger in Figure 15 (c). This 
difference is likely due to differences in grain nucleation and growth driven by the faster cooling of the outside surface 
relative to inner/middle regions of the casting. 

 (a)    (b)    (c)

Preliminary thermodynamic calculations have been performed to understand the phase equilibrium of Al alloy A356, which 
is one of the prerequisites for designing heat treatment schedules to achieve the required mechanical properties. Figure 16 is 
a pseudo-binary Al-Mg phase diagram calculated for the specific composition of the A356 alloy, where the equilibrium phase 
fractions at three different temperatures are superimposed. At 538°C (1,000°F), a typical solutionizing temperature used for 
T6, the calculated phases consist of mostly Al (94 mole %) and a small amount of Si (6 mole %). Indeed, the solutionizing 
treatment at this temperature dissolves the hardening agents (such as Mg2Si particles) into the Al matrix, reduces the 
microsegregation of alloying elements, and spheroidizes the eutectic silicon particles to improve the ductility. It should be 
noted that several hours at the elevated temperature may be needed to reach the desirable extent of homogenization due to the 
phase transformation kinetics. As the transformation kinetics become much more rapid with increasing temperature, a higher 

Figure 14. Emissivity of carbon coated flat casting samples obtained from 
spectroscopic reflectivity measurements. (Note: 1B refers to sample 1, back 
surface, which is the darker surface; 2B refers to sample 2, back surface; and 
1F refers to sample 1, front surface, etc.).

Figure 15. Optical micrographs of an as received as cast sample: (a) in-plane, (b) cross section near the top surface, and 
(c) cross section near the middle.
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solutionizing temperature may reduce the time required for homogenization. However, melting may occur if the temperature 
is too high; at 580°C a significant amount of liquid (54 mole %) exists. A final temperature of interest is 182°C (300°F). This 
is a typical artificial aging temperature at which the strengthening precipitates form from the supersaturated Al matrix. 

Figure 16. Calculated pseudo-binary Al-Mg phase diagram, where the solid vertical line corresponds to the specific chemical composition 
of the Al alloy A356. Phase fractions are given as mole percent, and only major phases are labeled.

Numerical simulations were conducted to estimate the heat flux requirements for IR processing. The sample is considered 
was supported by a few rods, such that conduction losses are minimized. In addition to heat conduction within the sample, 
the heat transfer losses at sample surface due to natural convection and thermal radiation were considered. The heat transfer 
coefficients at top and bottom surfaces were taken as 4 and 2 W/cm2K, respectively. The predicted temperature evolution for 
the top surface is shown in Figure 17 for a sample that was heated with an IR on its lighter side (emissivity = 0.84). The heat 
flux was varied such that after 60 s of heating under uniform heat flux, the surface temperature would reach 480°C. 

Figure 17. Numerical simulation results for the temperature evolution during the ramp-up period. TT is the top surface temperature, TT − 
TB is the  temperature difference between the top and bottom surfaces of the sample.

Table 2 lists the amount of heat flux required to attain metal surface temperatures of 480°C, 510°C, or 525°C within 15, 30, 
or 60 s exposure time. Previous heat flux measurements, which were conducted at one offset distance between the sample and 
IR lamps for the regular ORNL IR flat bed furnace, indicate that the ORNL IR flat bed system can deliver a maximum heat 
flux of about 20 to 30 W/cm2. Table 2 shows that the existing IR flat bed can successfully be used to heat the sample to the 
target temperature in 60 s.
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Table 2. Heat fluxes (W/cm2) required for reaching the target surface temperatures of 480°C, 510°C, or 525°C within 15, 30,  
or 60 s when exposed to IR.a

 

 

 

Conclusion

The emissivity and microstructure of samples, which were provided by Cosma, were determined using a Perkin-Elmer 
Lambda 900 spectrophotometer at wavelengths of 0.2 to 1.4 µm and standard metallography, respectively. Thermodynamic 
simulations predicted a pseudo-binary Al-Mg phase diagram calculated for the specific composition of the A356 alloy. 
Numerical simulation results for the temperature evolution during the ramp-up step show that the existing IR flat bed at 
ORNL can successfully be used to heat the samples to target temperatures in 60 s. 

Conclusions
This project comprises seven tasks aimed at developing the computational tools, process methodologies, and inspection 
methods for joining lightweighting metals. FSW, FSSW, and USW processes for joining steels and dissimilar metals are 
being developed. Alternative heat treatment method for cast Al and bi-metallic structures  is being developed, as well as 
robust NDE methods for assessing joint quality. The design of a lightweight engine will soon begin.
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H. Multi-Material Enabling 
Pacific Northwest National Laboratory

 
Field Technical Monitor:  Dean Paxton
Pacific Northwest National Laboratory
902 Battelle Boulevard; P.O. Box 999; Richland, WA 99352
(509)375-2620; e-mail: dean.paxton@pnnl.gov

Technology Area Development Manager:  William Joost
U.S. Department of Energy
1000 Independence Ave., S.W.; Washington, DC 20585
(202) 287-6020; e-mail: william.joost@ee.doe.gov

Contractor: Pacific Northwest National Laboratory (PNNL)
Contract No.: DE-AC05-00OR22725 & DE-AC06-76RL01830

Executive Summary
 
The Multi-Materials Enabling project consists of two tasks focused on research and development that can lead to greater 
implementation and improved manufacturing of multi-material lightweight components/systems for automotive applications.  
The tasks include the following: 1) Friction Stir Spot Welding (FSSW) of Advanced High Strength Steels (AHSS) (follow-
on); and 2) Friction Stir and Ultrasonic Solid-State Joining of Magnesium (Mg) to Steel.  

More energy efficient and environmentally friendly highway transportation is critical to reducing both the environmental im-
pacts and energy consumption associated with transportation mobility.  While transformational propulsion technologies and 
hybrid architectures show great promise in meeting such goals, these and other forthcoming solutions depend upon significant 
weight savings in passenger and commercial vehicles to fully capitalize on their potential to provide freedom of mobility 
without harmful emissions and dependence on foreign petroleum.  Significant weight savings in the automotive fleet is likely 
to occur through the use of various advanced materials.  While improvements in the properties, manufacturability, and cost of 
advanced materials are critical in achieving vehicle weight reduction, technologies that support the use of these materials in 
a multi-material system are equally important. Unlike a single material system, structures composed of different metals and 
polymer composites present significant challenges in areas such as joining, corrosion, recycling, and nondestructive evalu-
ation.  Work conducted in this agreement seeks to overcome these challenges by developing new techniques, establishing 
standards, and preparing advanced technologies for a production environment. Joining in advanced material systems requires 
significant changes in process and technique as compared to conventional structures.  The use of fusion welding is limited by 
thermal conductivity or microstructural sensitivity in single advanced-material joints; fusion welding can be nearly impossi-
ble for many multi-material joints due to differences in melting temperature or potential for formation of brittle intermetallics.

The following sections outline specific task work conducted at PNNL in the area of multi-material enabling technologies.  
Each task supports one or more goals within the Multi-Material Enabling Agreement.
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Activity and Developments
 
 
Friction Stir Spot Welding of Advanced High-Strength Steel Follow-on
 
Principal Investigator: Yuri Hovanski, PNNL
(509) 375-3940; e-mail:  yuri.hovanski@pnl.gov

Principal Investigator: Michael L. Santella, Oak Ridge National Laboratory (ORNL)
(865) 574-4805; e-mail:  santellaml@ornl.gov

Accomplishments

• Demonstrated a significantly lower cost manufacturing technique for development of a FSSW tool made from direct-
injection molded silicon nitride (FY 2010).

• Made hundreds (approximately 250) of FSSWs on dissimilar combinations of uncoated DP 780, galvannealed dual-phase 
DP780 (DP 780GA), uncoated and coated TRIP590, uncoated TRIP780, and uncoated hot-stamp boron steel (HSBS) 
using a wide range of welding conditions (FY 2011).

• Completed the durability assessment of polycrystalline cubic boron nitride (PCBN) tooling in uncoated DP980, 
demonstrating the differences in wear characteristics of Q60, Q70, and 100% PCBN tools (FY2011).

Future Directions

• Evaluate the response of DP 780 with a broader range of zinc coatings (hot-dipped and electrogalvanized, in particular), 
similar to what will be encountered in the manufacturing environment. Modified Aluminum-Silicon (Al-Si) coatings will 
also be evaluated for HSBS.

• Understand the durability of PCBN and Silicon-Nitride (SiN) tools being constrained at 1800 lb clamping loads and 
10,000 revolutions per minute (RPM) (essential to enable the use of current robotic C-frame technology).

Technology Assessment

• Target:  Achieve joint strengths for dissimilar welds in coated and uncoated AHSS that maintain consistent strengths 
exceeding the American Welding Society (AWS) D8.1 minimum specified strength for resistance spot welds (~10.3 kN 
for 1.5-mm sheet with an 800 MPa tensile strength).

• Target:  Demonstrate weld parameters that have clamping loads below the critical maximum for existing robotic 
C-frames (~8 kN) while maintaining lap-shear strengths in excess of the AWS minimums.  

• Gap:  Conventional welding techniques (e.g., spot, laser) damage AHSS microstructures, diminishing properties and 
weight reduction potential. Variations in coating and thickness requirements for specific applications prevent the use of 
traditional joining techniques to enable dissimilar combinations of AHSS and ultra-high-strength steels (UHSS). 

• Gap:  Current weld parameter needed to maintain joint strengths in excess of the AWS D8.1 minimum strengths create 
clamping forces that greatly exceed the ability of current robotic C-frames.  Weld parameters that achieve much lower 
joint strengths will be required to enable use of automated robots in the FSSW process.
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Introduction

AHSS and UHSS have the potential to yield weight savings in vehicle structures by reducing the component gauge and 
enabling more efficient designs.  The properties of these steels provide significant increases in mechanical strength as a result 
of complex chemistries and microstructure obtained though thermomechanical processing and heat treatments.  Joining these 
steels through conventional fusion techniques—such as resistance spot welding, laser welding, or gas-metal arc welding—can 
damage the microstructure and severely limit the final efficiency of the joint.  The use of solid-state joining techniques such 
as FSSW avoids the challenges that are inherent with fusion techniques.  This project supports developing welding techniques 
that further enable the use of AHSS and UHSS by enabling joining of dissimilar alloys and coatings while achieving higher 
joint efficiencies in the weld stack-ups.

An initial project on FSSW of AHSS addressed some basic questions such as whether FSSW of AHSS can be accomplished 
with currently available tool materials, and whether FSSW made in high-strength steels could develop acceptable tensile 
lap-shear strength.  Efforts were also made to improve joint strength through systematic investigations into weld process 
parameters and tool design.  This was accomplished primarily by using redesigned tools and refined operating parameters, the 
selection of which was guided by analysis of process output data, microstructure analysis, and strength testing.

This follow-on project is designed to address several of the conclusions of the initial project, including characterization of 
tool life and durability, and to address the overall cost and availability of tooling and equipment capable of producing FSSW 
in AHSS alloys.  Work also continues in developing the appropriate process parameters for AHSS that are problematic to 
resistance spot weld, including coated transformation induced plasticity (TRIP) steels and dissimilar thickness and alloy 
combinations.

Approach

The project is a 50/50 collaboration between ORNL and PNNL.  Additionally, it includes a panel of consultants including 
representatives from Chrysler, Ford, and General Motors.  Consultants from companies such as MegaStir (PCBN friction stir 
tool manufacturer), Ceradyne (Si3N4 manufacturer), and Kawasaki (robot manufacturer) also participated on an as-needed 
basis.  University collaborations with Brigham Young University and Michigan State University have also been leveraged to 
provide in-depth analysis of fatigue performance and tool durability.

The primary focus of this project is the development of FSSW parameters, tooling, and equipment for AHSS alloys that 
cannot be acceptably resistance spot welded.  Using previous work as a guide, parametric studies will be done to attempt 
optimization of FSSW in alloys that cannot be acceptably resistance spot weld (RSW) based on a balance of joint strength 
properties and weld cycle time.  The influence of stir tool design will be included in the effort.  Joint properties will be 
evaluated initially by tension testing lap joints to determine their shear-tension strengths.  Depending on those results, more 
extensive testing will be done to measure fatigue strength, T-peel strength, cross-tension strength, and possibly impact 
behavior.  The usual metallographic techniques and microhardness mapping will used to further assess joint characteristics 
and properties.

Additionally, the effects of zinc coatings applied to carbon steel sheets for corrosion protection will be evaluated.  Liquid zinc 
can embrittle steel through a process known as liquid metal embrittlement, and zinc can similarly attack stir tool materials.  
The effects of both liquid and solid zinc being stirred into spot welds, in addition to their influence of microstructure, 
strength properties, and fracture behavior, are not well characterized.  Initial studies will use existing inventories of TRIP590, 
TRIP780, and hot-stamp boron steel (HSBS, sourced from a Swedish supplier, the parent company of US Hardtech).  
Additional alloys of interest to the OEMs will be included as they are acquired.

The initial project demonstrated that PCBN stir tools are effective for FSSW, AHSS, and UHSS.  However, initial cost 
estimates were high relative to their apparent durability.  In addition, the limited number of suppliers of PCBN stir tools 
was concerning to the automotive community.  Material formulations of PCBN used for stir tools are evolving with 
manufacturers, such as MegaStir, who claim improved performance.  In addition, other ceramic-based materials—such as 
silicon nitride—appear to have some potential as lower-cost tool stock.  Identifying the intrinsic limitations of candidate tool 
materials is an essential aspect of developing more effective, durable, economical tooling.  As such, tool durability will be 
performed as part of this study.  
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Technology Transfer Path

As the focus of this project is related to enabling multi-material vehicles, a specific focus on technology transfer is designed 
into the scope.  Emphasis on sharing data related to tooling, process parameters, and their effect on mechanical properties 
is crucial to providing industrial collaborators with the information they need to be able to overcome near-term and future 
collaborative challenges.  

A process database with effective loads, temperatures, and operating parameters is being shared with tool providers to allow 
them to more efficiently design and manufacture appropriate tooling for FSSW of AHSS.  Additionally, the same data are 
being supplied to machine manufacturers and automotive OEMs to help distinguish the needs associated with implementation 
of this process leading to appropriate deployment.  

Results and Discussion

Continued work related to weld development, evaluation of tool materials, and assessment of deployment issues was 
performed during FY 2011.  An overview of weld performance for AHSS combinations with near-term application is shown 
in Table 1.  Without exception, the joint strength was higher when the top material in the two sheet stack-up was the softer of 
the two materials.  Only in the case where HSBS was used on top (HSBS to TRIP780) did the average lap-shear strength fail 
to exceed the AWS minimum lap-shear strength of the stronger material in the stack.  However, even in this case the average 
lap-shear strength exceeded the minimum required strength of the weaker material (i.e., TRIP780).  

Table 1.  Lap-shear results for various combinations of advanced high-strength steels welded using an SN97 tool

Durability testing of PCBN tool variations was completed during this period, demonstrating that the Q70 material (30% 
W-Re with the difference of PCBN) was the most effective for the process parameter set tested—namely, 1600 RPM with 
a two-step plunge in fewer than 4 seconds.  Degradation in lap-shear strength over 1200 welds is shown in Figure 1.  Joint 
strength exceeded the AWS minimum for 1.4-mm DP980 used in these tests for more than 1000 welds, with the exception of 
the case as 200 in which the base anvil failed during the welding process.
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Figure 1.  Plot of the variation in lap-shear strength of FSSWs in DP980 (left) made using a Q70 tool with a tapered 3-flat design  
shown in profile (right)

Results from the weld development and durability studies provided detail needed to evaluate the potential for commercial 
technology deployment.  Of concern to the automotive and welding communities was the magnitude of the process loads 
required to produce FSSWs with lap-shear strengths exceeding the AWS minimums.  A plot of the clamping loads required 
to produce welds over a 1000 weld run is shown in Figure 2.  With a limitation on commercial welding robotic C-frames 
of approximately 9 kN (1800 lb), a significant decrease in clamping load is needed to enable the use of robotic C-frames.  
Development of process parameters and tool designs that minimize process loads and clamping forces is currently underway, 
assessing the potential for using much higher rotational velocities as a means of lowering the clamping loads while maintain 
the joint strengths.

Figure 2.  Plot of the variation in Z-loads throughout the life of PCBN variations Q60 and Q70 (left) and a visual of the  
FSSW process under load (right)

Conclusion

FSSW was demonstrated to effectively produce spot joints in a variety of advanced high-strength and ultra high-strength 
steel combinations including TRIP, HSBS, and dual-phase steels.  Both coated and uncoated variations of these steels were 
used to access the influence of various zinc coatings on the joint properties.  The results from a tool durability study, in 
conjunction with an analysis of the data obtained while producing dissimilar material welds, provided evidence that process 
loads would need to be further reduced before the process can be adapted for robotic C-frames.  Final development to adapt 
the parameters for such restrictions is underway as a conclusion to the project. 

 



2-125

Friction Stir and Ultrasonic Solid-State Joining of Magnesium to Steel 
 
Principal Investigator: Yuri Hovanski, PNNL
(509) 375-3940; e-mail:  Yuri.Hovanski@pnl.gov

Principal Investigator: Michael L. Santella, ORNL
(865) 574-4805e-mail:  santellaml@ornl.gov
 
Accomplishments

• Demonstrated structural friction stir welded (FSW) joints between automotive mg alloys and automotive sheet steels 
with lap-shear strengths exceeding 75% of the load-bearing capacity of the weaker material (FY 2011).

• Developed scribed tooling that enables high-strength FSW of dissimilar lap joints (patent application submitted FY 
2010).

• Characterized the bond interface of dissimilar friction stir welds of both cast and wrought magnesium alloys joined to 
automotive sheet steels (FY 2009-FY 2011).

Future Directions

• Complete evaluation of hybrid lap joints that have been friction stir welded and adhesive bonded to determine the 
effective of the hybrid joining process on both static and dynamic mechanical properties.

• Complete evaluation of surface coatings and interlayers on the corrosion performance of joints between magnesium and 
steel.

Technology Assessment

• Target:  Achieve joint strengths for dissimilar welds between Mg and steel that exceed a structural threshold of 75% joint 
strength.

• Gap:  Conventional welding techniques are incompatible for materials with drastically different melting temperatures.  
Solid-state welding process like FSW and ultra sonic welding (USW) have the potential to be able to bond materials that 
are otherwise not possible with traditional fusion approaches.

 

Introduction

Enabling more widespread usage of lightweight alloys as a means of reducing vehicle weight necessitates the need to 
better understand how to join these alloys to the suite of other commonly used automotive materials.  As steel is currently 
the automaker’s material of choice, the ability to structurally bond magnesium components into a steel body in white 
becomes a crucial part of enabling greater implementation of lightweight structural materials.  In a modern multi-material 
vehicle, lightweight materials such as Al and Mg alloys can be a challenge to join and attach to the underlying substructure, 
usually made of steel.  Even in Al- and Mg-intensive designs, where entire substructures may be constructed of lightweight 
metals, there remains a need to join the substructure with other parts of the BIW, such as the predominantly steel passenger 
safety cage.  Joining methodologies available in the cost environment relevant to automotive manufacturing include RSW, 
adhesives, linear fusion welding, hemming, clinching, bolting, and riveting.     

As alternative joining methodologies, FSW, FSSW, and USW may be able to overcome traditional barriers to join and 
construct hybrid magnesium/steel components.  These solid-state joining methods provide unique joining capabilities 
that—if realized—have the potential to produce faster and more economical alternatives to current technologies (e.g., 
bolting/riveting).  However, FSW and USW for dissimilar Mg/steel combination are significantly underdeveloped for broad 
deployment.  
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The purpose of this project is to develop an applied understanding of the following:

• localized metal forming and metallurgical bonding that develops during FSW, FSSW, and USW

• influence of process parameters on joint strength and performance

• properties of joints made with both types of processes including lap-shear strength, fatigue properties, corrosion issues, 
and microstructural characteristics.

Approach

This project is designed to overcome many of the technical barriers to implementing solid-state joining technologies.  The 
primary efforts of PNNL researchers focused on the development of solid-state friction stir technologies to join Mg alloys 
to automotive sheet steels.  Task 1 focused on systematically evaluating the application of FSW to make lap joints of Mg to 
steel.  It featured a decision gate of achieving lap-shear strengths of at least 40% joint strength as an indication of technical 
feasibility of the approach.  Task 2 concentrated on improving joint strength through modification of process controls and 
investigating the fundamental metallurgical aspects of bond formation.  An initial evaluation by metallographic examination 
and lap-shear testing using USW for cast Mg alloys was also performed. Task 3 evaluated fatigue properties of Mg-steel 
FSWs and considered strategies to control corrosion in the joints.  The tasks were oriented toward developing information 
useful to manufacturers in their decision-making processes.  However, the intention was to develop a basic understanding of 
the feasibility to produce Mg-steel joints and of the general usefulness of each of the solid-state welding methods previously 
outlined.

Technology Transfer Path

As the overall intent of the project in solid-state joining of Mg to steel is intended to be a technology development effort, the 
overall scope of technology transfer is limited.  Nevertheless, the work being developed will be made available to the public 
via publications, presentations, and international conferences.  Additionally, a database containing all appropriate process 
windows, tooling, and their associated mechanical properties will be provided to participants of the industrial advisory 
committee. 

 

Results and Discussion

Efforts during FY 2010 concentrated on the development of specialized tooling that enabled increased joint strengths for 
lap joints between dissimilar materials.  These efforts provided the means for determining a suite of process parameters and 
tooling that consistently produced joints with lap-shear strengths in excess of 75% of the bearing capacity of the weaker 
material in the two-sheet stack-up.  As each of the materials in the dissimilar lap joint had markedly different tensile 
strengths, stiffnesses, melting points, and other properties, the characterization of failure loads was normalized for the 
specimen width as shown in the right column of Table 2.  In this way, comparisons between specimens of similar materials 
could be more readily interpreted, allowing for greater clarification of the actual reported lap shear failure loads, also 
presented in Table 2, center column.  

Table 2.  Lap-shear failure loads for friction stir welds between Mg alloy AZ31B and automotive sheet steel  
including both high-strength low alloy and drawing steel type B (MS)
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As the tensile strength of the AZ31B Mg sheet used in this study was nearly as high as that of the drawing steel (MS), but less 
than half of the that of the HSLA steel, the overall joint efficiencies were greatly affected by the overall sheet thickness ratios.  
Figure 3 shows that in all cases the Mg sheets were located on the top of the two sheet stack and had a thickness greater than 
that of the steel substrate.  Two specific thickness ratios were examined in great detail; namely 2.3:0.8 (AZ31B to mild steel) 
and 2.3:1.5 (AZ31B to HSLA).  Data presented in Table 2 show that failure loads between the AZ31 and the mild steel were 
approximately 5 kN, which corresponded to a joint efficiency of more than 80% of the total bearing capacity of the 0.8-mm 
thick mild steel and less than 50% of the bearing capacity of the 2.3-mm Mg sheet.  In comparison, the failure load of the 
AZ31 to HSLA specimens demonstrated a failure load of approximately 7.5 kN, a significant increase in magnitude over 
that of the joints made with mild steel.  Nevertheless, the actual joint efficiency of the HSLA weld has a much lower overall 
efficiency because in this case the 2.3-mm Mg sheet has the lower bearing capacity at approximately two-thirds of that of the 
1.5-mm HSLA sheet steel. 

Figure 3.  Schematic representation of a lap joint between Mg sheet and steel sheet

Analysis of the performance of various joints led to a better understanding of the influence of the FSW on Mg sheet.  The 
overall bearing capacity of any Mg is reduced in the welding process due to several weld-related phenomena.  Furthermore, 
this reduction in the overall bearing capacity of the Mg creates a limiting threshold for the maximum joint efficiency of welds 
in which the reduced bearing capacity of the Mg sheet is the weaker material in the dissimilar stack.  Literature reported 
tensile strengths for FSW AZ31 sheet range between 60-80% of the parent sheet, so that even with Mg to Mg welds, 80% 
efficiency is considered best in class.  Thus, joint efficiencies for material combinations in which the weaker material is not 
the Mg sheet, such as the case with 2.3-mm AZ31 to 0.8-mm mild steel, may exceed an 80% rating.  However, when the Mg 
sheet has the lower tensile strength of the combination, such as the 2.3-mm AZ31 to the 1.5 mm HSLA steel, efficiency above 
80% is unlikely.

In addition to developing joints with higher efficiencies, the project team characterized the dynamic performance of FSW 
dissimilar lap joints between Mg and steel.  Figure 4 presents fatigue results from specimens that demonstrated maximum 
static strengths in lap-shear tensile tests.  The graph on the left, a typical representation of load/cycles to failure, highlights 
the differences in the actual loads leading to failure in less than 1 million cycles.  While there are apparent differences in the 
trend lines that distinguish the joints between AZ31/HSLA and AZ31/MS, the normalized chart on the right side demonstrates 
that when normalized by their corresponding static failure loads, the overall fatigue performance of each series is very 
similar.  Figure 5 presents the fracture surface of a typical specimen showing that fatigue failure, initiating on the upper left 
and right of the image (edges of the joint interface) propagates across the interface from both edges.

Figure 4.  Fatigue results for FSW Mg/steel lap joints (typical S/N curve presented on the left with a 
normalized graph presented on the right)
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Conclusion

Structural performance milestones were achieved demonstrating the conditions required to achieve greater than 75% 
efficiency in static performance of FSW Mg /steel lap joints.  The material and parameter relationships that enabled 
higher joint efficiencies were successfully developed.  Dynamic performance of the dissimilar joints was characterized, 
demonstrating the appropriate load regimes for dynamic loading conditions.  The project team successfully completed all 
milestones, effectively developing and demonstrating the capability to joint very dissimilar metals effectively in structural 
joints.

Conclusions
A multi-material vehicle platform requires an integrated design that uses a wide range of structural materials distributed 
throughout the entire vehicle with strategic objectives to achieve increased performance and flexibility while providing 
greater efficiency and reduced weight.  Combining and integrating these various materials into a single platform demands 
novel technology to enable joining of materials that historically were not possible.  Both projects outlined herein have been 
designed to develop and expose various solid-state technologies to the latest available materials that are being used to design 
and build more efficient vehicles of tomorrow.
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Executive Summary
 
In the majority of solid-state deformation and transformation processes, including but not limited to those in steels, coupled 
displacive-diffusional processes is a rule rather than an exception. For example, structural phase transformations often 
involve coupled lattice shear, shuffle, and diffusion (Wang 10). Curvature driven grain growth may involve coupled tangential 
(displacive) and normal (diffusional) migration of grain boundaries (Cahn 04).  Creep deformation often involves both 
conservative and non-conservative motion of dislocations and grain boundaries. Sometimes, the coupling between displacive 
and diffusional processes at atomic scale governs the rate of transformation and deformation. Mechanistic studies of these 
processes require modeling capabilities at atomistic length scales but diffusional time scales, and the Diffusive Molecular 
Dynamics (DMD) method has been developed to achieve that goal (Li 11). In all these systems, there exists a coupled 
diffusive-displacive minimum energy pathway (MEP) that decreases the free energy while relieving mechanical, thermal, and 
chemical non-equilibrium by short-ranged and long-ranged mass transfer (Sarkar 11). The intent of DMD formulation is to 
be able to “probe”’ the free energy landscape along both diffusive and displacive reaction coordinates and to be able to gain 
important insights from these problems.

 
At present, DMD has been applied to nanoindentation, hot isostatic pressing of nanoparticles, climb of edge dislocation, 
and diffusional void growth. In nanoindentation, the simulations demonstrate that displacive plasticity depends sensitively 
on the remnant debris of prior diffusional plasticity. This is evident from dislocation structure, reduction in yield load, and 
stiffness due to surface step formed by surface diffusion at low indentation rates and/or at high temperatures. In hot isostatic 
pressing, DMD captures the evolution of multiple nanoparticle compact to theoretical density revealing significance of rigid-
body motion and diffusional and displacive processes in obtaining the final microstructure.  Dislocation nucleation triggered 
by diffusive void growth is also a coupled diffusive-displacive phenomenon captured by DMD. This plays an important 
role in ductile failure, where near a crack tip, the intensive dislocation interactions produce vacancies well in excess of 
their equilibrium concentration facilitating condensation and void growth. Finally, a possible mechanism for climb of edge 
dislocation in FCC crystals and energetics associated with it is presented. It is shown that, when simultaneous displacive 
and diffusive events are allowed, there exists a coupled diffusive-displacive pathway along which the activation energy is 
substantially lower than the previous theoretical predictions and on par with the experimental observations.
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In the following sections, we present the current status of the work and the accomplishments, future directions, and a brief 
description of the method and the results.

Accomplishments

• The first phase of theoretical formulation is complete (Li 11) and a fully developed code embedded in LAMMPS 
(Plimpton 95) platform is ready to be used. The structure of the code has been made similar to LAMMPS molecular 
dynamics (MD) code so that the MD users can conveniently perform a DMD simulation. Rigorous validation and some 
preliminary results of DMD in nanoindentation and sintering of nanoparticles have been published.

• DMD has been applied to the problem of creep failure (dislocation climb) in face centered cubic materials where long 
range mass transport takes place over a time scale well beyond the MD time scale. A manuscript on this topic has been 
submitted and is under review.

• Nudged elastic band method (Henkelman 00) on DMD free energy surface has been implemented. 

Future Directions

• Density functional DMD: A more accurate free-energy density functional in terms of the site occupations that effectively 
include pair, triplet, quartet, etc. correlations will be adopted (deFontaine94). Currently, a simpler version of this density 
functional DMD (DF-DMD) is being tested, where the site occupancies are assumed to be pair-wise correlated such 
that the free energy of the system is minimized, which gives a unique free energy as a function of the occupancies. We 
assume pair correlations are independent for each pair of atoms, thus neglecting higher order correlations completely.

• Extending to multiple species system to be better suited for steel system: The current implementation of DMD in 
LAMMPS handles only one species, but can be extended to incorporate multiple species without much difficulty. We 
note that the framework for multiple species had been implemented earlier in a stand-alone code which can serve as a 
guideline for one looking to implement it inside LAMMPS.

• Uphill Diffusion: DMD kinetics is presently just a “downhill ski” on the DMD free-energy landscape and cannot capture 
up-hill phenomena in mass-action reaction coordinate space due to omission of the noise term. One can, however, 
easily envision implementing a variety of accelerated dynamics (Voter 02) and nudged elastic band type calculations 
(Henkelman 00) with DMD free energy in the extended displacive and mass-action space. One can also include a 
noise term in the evolution of the occupation probabilities (master equation) in the spirit of the Langevin equation. The 
magnitude of noise can be derived from the fluctuation-dissipation theorem (Langevin-approach).

Introduction

Materials properties depend on processes that take place on a variety of time scales. These range from atomic vibrations 
or dislocation-mediated slip processes, which have typical time scales of hundreds of femtoseconds (fs) to hundreds of 
picoseconds (ps), to diffusion, which may take place on the order of seconds or longer. This disparity in time scales leads 
to difficulties when trying to model slower processes where individual atomic motions may be important, such as diffusion 
controlled boundary migration and dislocation climb. A straightforward MD approach, with a typical time step of 1fs, would 
require an enormous computation time to adequately capture these processes. We have developed a novel method, called 
the DMD, which can capture the diffusion time scale while retaining the atomic spatial resolution by coarse-graining over 
atomic vibrations and evolving a site-probability representation of atomic density clouds. DMD solves master equation on a 
moving atomic grid. It combines long-range elastic effects and short- range atomic interactions simultaneously with gradient 
thermodynamics. 

Approach

DMD is formulated akin to the Variational Gaussian (VG) method (Lesar 89, Lesar 91). But unlike the VG free energy, 
which is derived in the canonical ensemble, DMD free energy is derived in the grand canonical ensemble to incorporate 
the occupational probability of atomic density clouds. The use of the grand canonical ensemble becomes advantageous for 
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materials modeling, where the path to the finite temperature equilibrium structure may involve creation and annihilation of 
point defects through long range transport, chemical mixing of species, segregation at the interfaces, and reconstruction at 
the surface etc. A grand-canonical ensemble gives a better grip of this problem by allowing the number of atoms and their 
positions to change. Figure 1 shows a schematic representation of a vacancy in VG in contrast to that in DMD to illustrate the 
basic idea of DMD. 

Figure 1. In contrast to 4N variables in VG, Xί,αί,ϲί , the mean position and the Gaussian width of vibration, DMD has 5N variables: 
Xί,αί,ϲί, ί=1..Ν the mean position, Gaussian width of vibration, and occupational probability, of atomic density clouds.  (a) VG 
representations of a vacancy in a lattice. As in LeSar et al. (Lesar 89), here we track M = N = 35 sites. (b) The DMD representation. Here 
we track N = 36 sites, one of which however is partially occupied (ϲε(0,1) ) or vacant (ϲ–›0 ), and M = 35 sites are fully occupied (ϲ–›1 ). 
Note that each Gaussian cloud individually adjusts its own center position and width.

The DMD free energy (Helmholtz) in Equation 1 has three contributing terms: enthalpy, vibrational entropy and mixing 
entropy. 

(1)

We define a site-wise exchange chemical potential by taking partial derivative of the free energy with respect to the site 
occupation probability. Once we have site-wise chemical potentials, we can drive diffusion in the system by invoking a 
master equation.

During a DMD simulation, each time step is realized in two parts. First, the variables {Xί,αί} are statically minimized as in 
the VG method, while holding {ϲί} constant. This process can be assumed to take place instantaneously because Xί and αί 
change on the inertial (ps) and thermalization (100 ps) time scales, respectively, both of which are much smaller than the 
diffusional time scale. Then in the second part, the {ϲί} are integrated numerically according to the master equation while 
holding {Xί,αί} constant. This is equivalent to assuming the system is always in vibrational and mechanical equilibrium, but 
not chemical equilibrium, at each time-step. It is therefore not possible to model dynamical effects where inertia plays a role. 
Since displacive relaxation of {Xί,αί} is “instantaneous” in DMD, the fundamental “clock” of DMD is controlled by the value 
of chemical diffusivity or diffusive time scale, but not by atomic vibration.  

Results and Discussion

Here we present the application of DMD in two systems: the climb of extended edge dislocation and diffusional void growth 
in single crystal copper. Figure 2 shows the evolution of the dislocation lines during the climb of extended edge dislocation. 
Though climb of extended edge dislocation has been addressed by many researchers over the past five decades, either by 
continuum energy calculation or by experiments, an atomistic simulation of the whole process with atomic-level energetics 
is shown for the first time. Two features of the simulation are noteworthy: (a) a coupled displacive-diffusional pathway that 
emerges out of the DMD simulation automatically (with no human intervention) is found, and (b) along this pathway, the 
activation energy of 0.83 eV is lower than the previous theoretical predictions (101 eV) (Stroh 54, Grilhe 77). This minimum 
energy pathway which the system chose on its own under the prescribed boundary conditions reflects a naturally occurring 
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course that would evolve by a continuous accretion of point defects. It should be mentioned here that even though this 
pathway is distinctly different from that of Thomson-Balluffi, the evolution of the dislocation lines agrees overall with the 
Thomson-Balluffi mechanism. 

Figure 2. (a) Climb of the small stacking fault region by nucleation of prismatic loop AB followed by its growth and reaction with the 
partial δB at   t% = 9.81×103.(b) Dislocation structure showing the double jog on the extended dislocations at  t% = 1.44×104. (c) One jog 
swept across almost half of the line at   t%  = 2.22 × 104. (d) [1-10] view of the centrosymmetry plot of the same configuration showing climb 
by one atomic layer.

Long-range vacancy diffusion assisted void growth and subsequent dislocation nucleation is studied atomistically in single 
crystal copper using DMD, and the results are shown in Figure 3. We find that, when starting from a void nucleus the size of 
a few atoms, diffusional processes lead to a {111} faceted growth in an otherwise perfect crystal. This process continues until 
the void reaches a critical size to nucleate dislocations at the corners where stress concentration is the highest. Finally, the 
void growth rate was compared with the steady-state continuum diffusion equation derived under spherical symmetry and a 
good agreement was observed.

Figure 3. (a) Coordination plot of the void configurations viewed along <111> at different reduced times   t% = 0,  t% = 5.44 × 105,  

t%= 1.06 × 106. Only sites with non-perfect coordination are shown. Atomic sites having  ϲί <0.01 have been eliminated. For coordination 
calculation, sites having ϲί <0.01 were excluded from the nearest-neighbor calculation. Red, green, pink, and silver colors signify 
coordination number of 11, 10, 9 and 8, respectively.  (b) Dislocation lines and stacking faults using dislocation extraction algorithm 
code by Stukowski et al. Legend shows magnitude of the Burgers vectors. Red, green and blue lines signify perfect, partial, and stair-rod 
dislocations respectively.
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Conclusions
A vast number of researchers in materials science deal with systems at finite temperature where diffusion becomes a 
dominant mechanism. The path to the finite temperature equilibrium properties and structure of these systems may involve 
creation and annihilation of point defects through long range transport, chemical mixing of species, segregation at the 
interfaces, and reconstruction at the surface, etc. Often, their experimental observations cannot be correlated with theoretical 
predictions or atomistic simulations due to lack of reaching the appropriate time scale. DMD, built on solid statistical 
mechanics foundation, has the capability of bridging the gap. Unlike the other accelerated dynamics methods (Voter 02), 
DMD provides a natural framework that can handle coupled diffusive-displacive processes involving multiple species and 
that, in theory, can be coupled to well-established diffusion-microelasticity equation solvers such as finite element and phase 
field methods. In summary, the highlights of this method are:

• DMD thermodynamics is formulated akin to density functional theory. It is an atomic realization of regular solution 
model, with gradient thermodynamics, long-range elastic and short-range coordination interactions, all included.

• DMD shows the significance of probing an energy landscape simultaneously along coupled diffusive-displacive reaction 
coordinates in determining the MEP for many infrequent-event systems. This concept of coupled diffusive-displacive 
reaction coordinate is profoundly important for microstructural evolution and can lead to significant physical insights 
concerning the deformation and transformation mechanisms at atomic scale.
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Executive Summary
The emergence of Advanced High Strength Steels (AHSS) has major implications for a broad range of structural applications. 
The accelerated insertion of AHSS in automotive applications demands the use of improved physics-based constitutive 
theories in the predictive finite element (FE) simulation tools used to optimize the performance of the final manufactured 
part. These improved models should reliably capture the multi-scale constitutive behavior of AHSS, while accounting for 
the evolution of microstructure during large plastic strains that occur in the various manufacturing processes. However, 
the currently used multi-scale modeling approaches are impractical for addressing this challenge since they require major 
computational resources. In an effort to develop an efficient practical strategy for multi-scale simulations that leads to more 
accurate predictions of the thermo-mechanical response of AHSS, we have developed and implemented a new spectral 
crystal plasticity framework that exploits the computational efficiency of discrete Fourier transforms (DFTs). This new 
approach was able to speed up the current crystal plasticity calculations by about two orders of magnitude. In this report, 
we describe our efforts in integrating this novel spectral crystal plasticity approach with the commercial FE simulation tool 
ABAQUS to facilitate simulation of arbitrary deformation processing operations on polycrystalline metals. The integration 
was accomplished through the development of a customized user material subroutine, UMAT. The integrated spectral crystal 
plasticity FE simulation tool produced excellent predictions similar to the classical crystal plasticity FE tool, but with major 
computational savings. 

In order to include details of the higher-order interactions at the lower length scales, we have formulated a novel approach 
called Material Knowledge System (MKS) for capturing high fidelity microstructure-property-processing relationships. 
In this report, we also describe our efforts for integrating the MKS approach with the commercial FE package, ABAQUS, 
once again through a customized user material subroutine. The MKS-FE approach was validated using selected examples 
where we have simulated the elastic deformation responses in different composite material structures by including the 
microstructure features at each material point in the FE model. It is found that the MKS-FE approach accurately captured 
the microscale stress and strain fields in the microstructure at a significantly faster computation speed with much lower 
computational cost. The extension of the MKS framework to include the crystal plasticity theory will be pursued in future 
work.

Accomplishments

Demonstrated the first implementation of the spectral crystal plasticity approach developed for metals deforming by 
crystallographic slip in the commercial FE package ABAQUS through a user material subroutine, UMAT. The preliminary 
results of the spectral crystal plasticity FE approach accurately reproduced all of the features of the conventional crystal 
plasticity FE method with substantial computational savings.
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Developed a new spectral crystal plasticity database for hexagonal crystal systems that deformed by slip with an arbitrary 
combination of basal, prism, and pyramidal slip systems. The new compact HCP database was found to speed up the crystal 
plasticity calculations by two orders of magnitude.

Integrated the high fidelity microstructure-property-processing relationships established by MKS framework with the 
commercial FE package ABAQUS to enable practical, computationally efficient, multi-scale material simulations. The new 
MKS-FE approach was critically evaluated through a simple case study involving elastic deformation in a component made 
from a composite material.

Future Directions

• Apply the spectral crystal plasticity-FE approach for simulating multiphase materials such as AHSS during complex 
metal forming operations.

• Critically evaluate the merits of using fast generalized spherical harmonics in place of discrete Fourier transforms in 
building the spectral databases for crystal plasticity. Our preliminary results indicate a promise for speeding up the 
crystal plasticity calculations by at least another order of magnitude.

• Extend the MKS framework to crystal plasticity framework to include grain-scale interactions. This higher-order 
extension to crystal plasticity approach is required to partition the imposed deformation on the polycrystal to each of the 
constituent grains while taking into account the details of its neighborhood. This is expected to be particularly important 
for multi-phase polycrystalline metals such as AHSS.

• Study the influence of the two constituent phases (ferrite and martensite) on the deformation mechanisms in Dual-
Phase (DP) steels using our recently developed experimental protocols that combine the information extracted from 
both orientation image maps and spherical nano-indentation measurements. It is anticipated that the experimental 
results obtained here will help develop more reliable physics-based crystal plasticity models that can better simulate the 
heterogeneous deformation behavior of DP steels.

Technology Assessment   

• Target - A multi-scale crystal plasticity formulation for multi-phase polycrystalline metals that can be incorporated into 
commercial finite element packages and executed with modest computational resources (such as a regular desktop PC).

• Gap – Lack of understanding of the specific physical phenomena responsible for improved ductility of DP steels. 

Introduction

Crystal plasticity theories (Asaro and Needleman 1985; Bronkhorst et al. 1992; Kalidindi et al. 1992; Kalidindi et al. 2004) 
are used extensively in understanding and predicting the evolution of the underlying microstructure (mainly texture related 
aspects) and the concomitant anisotropic stress-strain response in polycrystalline metals subjected to finite plastic strains. 
Such physics-based constitutive theories are highly desirable for conducting more accurate simulations of various metal 
manufacturing/fabrication processes, since they provide better understanding and predictions of the material behavior. The 
main deterrent in the more widespread use of these theories (in place of the highly simplified phenomenological isotropic 
plasticity theories typically used) is the fact that the implementation of the crystal plasticity theories in a finite element 
modeling framework demands substantial computational resources and highly specialized expertise. 

In previous years on this project (Knezevic et al. 2009; Al-Harbi et al. 2010), we have developed computationally efficient 
representations for the essential functions capturing the solutions to the conventional crystal plasticity theory in fcc metals 
subjected to arbitrary deformation paths. More specifically, functional forms have been established for the deviatoric stresses 
σ íj(g,L),the lattice rotations Wij*(g,L), abd the total slip rates Σα|γα| (g,L) where g is the crystal lattice orientation and L is 
the applied velocity gradient tensor. In any given time step in the simulation of the deformation process, these functions can 
then be used to compute all of the needed microscale and macroscale field quantities that would be typically computed by 
the traditional crystal plasticity approach. The domain of the functions of interest is the product space comprising all possible 
crystal orientations and all possible isochoric deformation modes. New spectral representations of these functions using 
Discrete Fourier Transforms (DFTs) were found to be able to speed up the crystal plasticity computations by about two orders 
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of magnitude compared to the traditional approaches used in crystal plasticity computations. The tremendous saving in the 
computational time was possible by recognizing that only a limited number of the dominant DFTs were adequate to recover 
the functions of interest.  

The spectral crystal plasticity framework developed so far addresses crystal plasticity for a region within a single crystal 
without taking into account the effect of local interactions between crystals. The polycrystal response was obtained using 
the simplifying Taylor assumption of uniform strain in all constituent grains. However, in most multiphase materials, such 
as AHSS, there is a need for higher-order models that account for grain interactions. Development of higher-order models 
requires a more sophisticated approach that partitions the imposed deformation on the polycrystal to each of the constituent 
grains while taking into account the details of its neighborhood. The most successful approach for accurately capturing 
the grain interactions in a polycrystal involves the use of FE models. However, this is impractical because it would entail 
executing micromechanical FE models on representative volume elements of polycrystals at each integration point in the 
macroscale simulation. In recent work, we employ a completely different approach to address this challenge. We have 
developed a new framework, called MKS (Kalidindi et al. 2010; Landi and Kalidindi 2010; Landi et al. 2010; Fast and 
Kalidindi 2011; Fast et al. 2011), for harvesting efficiently the essential knowledge contained in the results obtained from 
micro-mechanical FE models and store this knowledge in an easily accessible database. This new approach is developed by 
applying established methods in non-linear system theory and informatics.

In this report, we demonstrate the first implementation of our spectral crystal plasticity tools with the commercial FE 
package ABAQUS. The preliminary results of this new spectral crystal plasticity FE approach accurately reproduced all of 
the features of the conventional crystal plasticity FE method with major computational savings. Furthermore, we describe 
our efforts to conduct efficient multiscale material simulations using the integrated MKS-FE framework.  Specifically, we 
illustrate the successful integration of the MKS framework with the commercial finite element package ABAQUS to enable 
efficient multi-scale modeling of the elastic response of a structural component made from a composite material.

 

Approach

We have developed spectral crystal plasticity based FE tools for simulating deformation processing operations and final 
mechanical performance of AHSS components. Although building the spectral database requires substantial effort, it is a 
one-time activity. Once an appropriate database is built, all subsequent computations requiring solutions at the lower length 
scales can be accomplished with minimal computational effort and resources. This new approach was first established for 
rigid-viscoplastic behavior and recently extended for elastic-viscoplastic deformation. Although the elastic deformation in 
most metals subjected to finite plastic deformation is very small and can be neglected, it is essential to include elasticity for 
incorporating the spectral crystal plasticity approach with the commercial FE code ABAQUS, in the form of a user material 
subroutine, UMAT. This is mainly because most FE simulation tools, such as ABAQUS, provide the total deformation 
gradient at each integration point as input to the UMAT, and not the plastic part alone. Furthermore, elasticity plays an 
important role in phenomena such as the springback effect, which is an elasticity driven change in the shape of a part upon 
unloading.

The elastic deformation was successfully included to our spectral crystal plasticity approach using the following constitutive 
relations:

τ *= C[D*]

where D* is the elastic stretching tensor, C is the 4th-rank elasticity tensor, and τ * is the Jaumann rate of the Kirchoff stress 
τ seen by an observer who rotates with the lattice and is defined as

τ *= τ -W* τ̇ + τ W*.

In order to use the above relation, the total stretching tensor needs to be decomposed into elastic and plastic parts such that 
the stresses computed from both the spectral crystal plasticity and Jaumann rate relations are equal to each other within an 
acceptable tolerance. We have developed a new efficient algorithm using modified Newton-Raphson scheme to get the right 
decomposition of the stretching tensor into the elastic and plastic components.
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Another important task for this project was to develop and implement a computationally efficient formalism for the 
localization (opposite of homogenization) relationships that lie at the core of all multi-scale modeling approaches. This 
was accomplished using a novel concept called Materials Knowledge Systems (MKS) (Kalidindi et al. 2010; Landi and 
Kalidindi 2010; Landi et al. 2010; Fast and Kalidindi 2011; Fast et al. 2011). A salient feature of this new framework is that it 
facilitates flow of high-fidelity information in both directions (i.e. homogenization and localization) between the constituent 
length scales and thereby offers a new strategy for concurrent multi-scale modeling. This new approach was incorporated 
into a commercial FE package, ABAQUS, for conducting multi-scale simulation of the elastic deformation in composite 
microstructures. This was once again accomplished through the development of a user material subroutine, UMAT. 

 

Results and Discussion

Integrating the Spectral Crystal Plasticity Approach with a FE Simulation Tool

We have incorporated our elastic-viscoplastic spectral crystal plasticity databases into the FE package, ABAQUS, through 
a user material subroutine, UMAT. As a preliminary case study, we have simulated plane strain compression of a copper 
polycrystalline material subjected to 50% height reduction (equivalent to about 0.7 true strain). The three-dimensional FE 
model consisted of 90 C3D8 elements. The initial texture was assumed to be random consisting of 720 different crystal 
orientations. Each integration point inside each element was assigned a different single crystal orientation, i.e. there were 8 
crystals per element. The predicted stress-strain curve and deformed texture from our spectral crystal plasticity FE approach 
were compared against the corresponding predictions from the conventional crystal plasticity FE approach (Kalidindi et al. 
1992) in Figure 1. It is seen that the new spectral crystal plasticity FE approach accurately reproduced all of the features of 
the conventional crystal plasticity FE method at a significantly faster computational speed. In this case study, the classical 
crystal plasticity FE simulation required 2 hour, whereas the spectral crystal plasticity FE model took only 4 minutes. In 
addition, a particularly attractive feature of this new spectral UMAT is that it provides the user with tremendous flexibility in 
making trade-offs between accuracy and computational speed. The approach described here will allow the user to perform 
a large number of very quick simulations at a lower than desired accuracy, identify the specific ones that appear to produce 
promising results, and redo these much more accurately (at a higher computational cost).

 Figure 1. Comparison of the predictions from the spectral crystal plasticity FE approach against the corresponding 
predictions from the conventional crystal plasticity FE approach for plane strain compression of copper polycrystalline 

material: (a) stress-strain curves, and (b) pole figures.
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MKS-FE Simulation Tool for Conducing Efficient Multi-scale Simulations

As a first demonstration of the MKS-FE approach, we consider the elastic bending of a cantilever beam made from a 
composite material. In this MKS-FE simulation, each material point in the macroscopic FE model is associated with a 
representative three-dimensional microstructure at that location (see Fig. 2 (a)). In this novel approach, information is 
consistently exchanged between the microscale and macroscale in a fully coupled manner. In other words, the MKS approach 
is used to compute the microscale spatial distribution of the stress and strain fields at each material point in the macroscopic 
FE model (i.e. localization) and the homogenized (volume-averaged) stress field from the microscale is transferred to the 
macroscale FE analyses at the component scale.

The MKS-FE approach was critically evaluated by comparing the microscale stress and strain distributions predicted from 
the MKS-FE approach with the corresponding predictions from a direct FE simulation with an extremely fine mesh resolution 
(i.e. a very large number of elements in the FE model) that allows explicit incorporation of the microstructural details (see 
Fig. 2 (b)). Fig. 3 shows a contour plot of the microscale ε11 component of strain for a mid-plane through the microstructure 
at the fixed-end of the cantilever beam (location A in Fig. 2) calculated using the MKS-FE and direct FE approaches. It is 
seen that the two predictions are in excellent agreement with each other. It should be noted that the predictions from the 
MKS-FE approach are obtained with very minimal computational effort. In this case study, the direct FE simulation that 
consists of ~6 million elements required 15 hours when using 64 processors on a supercomputer, whereas the MKS-FE model 
took only 55 seconds on a standard desktop computer. It is therefore clear that there is tremendous gain in computational 
efficiency in using the MKS approach for conducting practical multi-scale FE simulations. 

 

Figure 2. FE model of the cantilever beam bending problem: (a) a schematic of how the MKS approach is integrated with the FE 
package ABAQUS in the form of a user material subroutine (UMAT), and (b) a direct FE model of the cantilever beam used to 
validate the MKS-FE approach. Each element in the MKS-FE model shown in (a) is discretized into 21x21x21 elements in the 

direct FE model shown in (b). The elements in each 21x21x21 block of elements are assigned the same 3-D microscale structure 
and local properties as the microscale RVEs used in the MKS-FE model.

Figure 3. Comparison of contour maps of the local ε11 component of strain (normalized by the macroscopic applied strain) for 
the mid-plane of a 3-D microstructure (left), calculated using the MKS-FE (right) against the corresponding predictions from 

the direct FE model (center) at the fixed-end of the cantilever beam model shown in Figure 2.
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Technology Transfer Path

The current work will result in improved physics-based multi-scale material models that are needed for successful design of 
cost-effective manufacturing processes for a new class of AHSS with dramatically improved performance characteristics. For 
example, the new models can optimize the performance of engineering components used in automotive applications which 
leads to higher safety and increased fuel efficiency. We are in discussions with a number of commercial entities (including 
Scientific Forming Technologies Corporation and Materials Resource Laboratories, Inc.) to explore opportunities for 
technology transfer.

 

Conclusion
In this report, we have demonstrated the first integration of recently developed spectral crystal plasticity databases for cubic 
polycrystalline materials with the FE package, ABAQUS, in the form of a user materials subroutine, UMAT. The preliminary 
results showed that the new spectral crystal plasticity FE approach produces excellent predictions similar to the classical 
crystal plasticity FE method but at a significantly faster computational speed. We have also extended our spectral crystal 
plasticity framework to include elastic deformation which was necessary for integrating our approach with the FE package, 
ABAQUS.

We have also presented the first implementation of the recently developed MKS framework into the FE package, ABAQUS, 
through a user material subroutine, UMAT, for conducting efficient multi-scale simulation. As an example, we have simulated 
the elastic deformation responses in different composite material structures by including the microstructure features at each 
material point in the FE model. The new MKS-FE approach was critically evaluated by comparing its predictions with 
the corresponding predictions from a highly discretized direct FE model. It is found that the MKS-FE approach accurately 
captured the microscale stress and strain fields in the microstructure at a significantly faster computation speed compared to 
the direct FE models. The extension of the MKS framework for crystal plasticity will be pursued in future work.
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Executive Summary
 
A chemical and structural analysis of stacking faults (SF) in Fe-Mn-Al-C austenitic (fcc) (where Fe stands for iron, Mn for 
Manganese, Al for Aluminum, and C is for carbon) solid solutions was considered using the Vienna ab-initio simulation 
package (VASP) with the projector augmented waves (PAW) for pseudopotentials. The generalized gradient approximation 
(GGA) was used for the exchange-correlation functional. An energy cutoff of 350 eV was used for the plane-wave basis set.  
A 24-atom supercell was used to calculate the generalized stacking fault energy (GSFE) relative to impurity (C, Mn, and 
Al) distribution and a 4x4x4 k -point mesh was chosen. The atomic positions were relaxed until the forces were smaller than 
0.01 eV/Å.  Despite the importance of the magnetic interactions in Fe-based alloys, we are restricted by the calculations for 
nonmagnetic state and discuss only the role of interatomic interactions.  Calculations show that the impurities have influence 
on the stacking fault energies (SFE) only when located within a few interatomic layers near the SF. As a result, the SFE 
does not depend on the average concentration of the impurities in matrix, but is highly sensitive to the concentration of the 
impurities in the vicinity of the SF defect. The parabolic dependence of the instrinsic stacking fault energy (ISFE) which 
controls the plasticity mechanism in the austenitic steel with high Mn content, may be reproduced when all Mn atoms are 
located near the SF.  We predict that Mn will show a slight tendency for segregation near SF, while C prefers to be located 
far from the SF (fcc/hcp) region. Both Al and C impurities linearly increase the ISFE, while the formation of Mn-C pairs and 
short range Al-ordering restrain the SFE growth. Short range order in Fe-Al-C alloys strongly affects the energy barrier for 
nucleation of dislocations and leads to softening phenomenon.
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Accomplishments

• Demonstrated that ab-initio methods allow one to understand how the position and concentration of impurities at SF may 
affect the GSFE and what are the microscopic origins of this behavior. 

• The peritectic formation of austenite was studied in two lightweight steels with primary δ-ferrite volume fractions 
of 0.35 and 0.66.  Peritectic austenite was seven times more likely to have the Kurdjumov-Sachs (K-S) orientation 
relationship when the primary δ-ferrite volume fraction was 0.66.  In contrast, a lower volume fraction of δ-ferrite 
produced a peritectic reaction where both δ–ferrite and austenite grew with either a <100> or <110> parallel to the heat 
flux and the K-S orientation was observed for only 5% of the peritectic interfaces. 

• Melting point phenomena of micron-sized indium particles embedded in an Al matrix were studied by means of acoustic 
emission. The acoustic energy measured during melting increased with indium content. Acoustic emission during the 
melting transformation suggests a dislocation generation mechanism to accommodate the 2.5% volume strain required 
for melting of the embedded particles. A geometrically necessary increase in dislocation density of 4.1 χ 1013 m-2 was 
calculated for the 17 wt% indium composition. Acoustic emission during bainitic transformation can now be explained 
by a mechanism of volume strain accommodation by dislocation generation, rather than a displacive transformation 
mechanism.

Future Directions

• Missouri S&T has been contracted by the leading steel maker in Korea to study the precipitation of Κ-carbide in a new 
lightweight automotive steel.  

• Work hardening behavior and dynamic strain aging phenomena will be studied with respect to formation of Mn-C-Al 
solute clusters and subsequent Κ-carbide formation.

Approach 
Lightweight steel is produced by alloying with Al and silicon (Si) to produce a composition having greater than 4 weight 
percent (wt. %) of these 3p elements.  In terms of atomic percent, this level of alloy represents more than 10 percent and 
these steels are expected to demonstrate new physical and mechanical behaviors.  C and the addition of Mn (up to 30 
weight percent) are often employed to stabilize the austenite.  It should be noted that interstitial C strongly increases the 
ISFE and suppresses twinning, while the role of Mn with respect to ISFE is more complex and is largely responsible for a 
wide variation in microstructure, work hardening behavior, and enhanced plasticity [Allain et al., Sato et al., Liang et al., 
Van Swygenhoven et al.].  These impurities may form bound Mn-C pairs in Fe-Mn-C alloy that may significantly retard the 
dislocation motion [Dastur and Leslie]. Al is an effective alloying element to raise the ISFE of high Mn steels and to suppress 
formation of deformation twins, but these alloys still maintain high work hardening rates [Dumay et al., Zuidema et al., 
Canadinc et al., Astafurova et al. ] which is associated with planar slip and the formation of high dislocation density sheets 
[Canadinc et al.].  There is strong evidence that short range order (SRO) promotes planar slip [Owen and Grujicic] and is 
important in the work hardening behavior prior to the formation of twins 
in Hadfield steel [Zuidema et al.].  Effects of SRO and the formation of 
Mn-C dipoles on ISFE in Fe-Mn-Al-C alloys have not been studied using 
either thermodynamic models or ab-initio methods. Since the interaction 
between solute and interstitial atoms plays an important role in the 
mechanical properties, the knowledge of  impurity distribution is critical for 
understanding the microscopic origin of the impurity effect.

Results &Discussion
To study the dependence of ISFE (γISF) on Mn concentration, we 
performed calculations for a different number of Mn atoms at the SF on 
the (111) plane. Our calculations provide parabolic dependence of γISF 
with Mn content at the SF (Figure 1, black line). The SFE decreases with a 

Figure 1. The intrinsic (black) and unstable (red) SF 
energies as dependent upon Mn concentration at the SF 
in fcc Fe-Mn.  The ISFE does not change significantly 
(blue line) for concentrations greater than 10% when the 
Mn atoms are distributed on n layers below the SF. 
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mean rate of 5 mJ/m2 per 1 at.% within the interval from 0 to 12 at.% Mn, and increases with a slightly larger rate of 6.6 mJ/
m2 per 1 at.%  from 15 to 33 at.% Mn.  The minimum corresponds to 13 at.% Mn and coincides with the predictions made by 
Lee and Choi. 

As it follows from Figure 1, the Mn concentration range up to 30% yields smaller values of the SFE as compared to those in 
fcc Fe. A decrease in SFE favors the formation of martensite. Thus, our calculations suggest that the martensite structure may 
be formed within this concentration interval, whereas austenite is stable for higher Mn concentrations. These results correlate 
with the phase diagram of Fe-Mn which demonstrates that ε–martensite is not formed above 30% Mn.  Extrapolation of the 
SFE curve by the function y=0.2927*x2-8.09*x-346 (Figure 1) gives that γISF changes sign from negative to positive at ~50 
at.% Mn. 

The parabolic behavior of γISF was obtained within the nonmagnetic scheme, and suggests that the interatomic interactions 
and not magnetism determines the nonlinear dependence of the SFE on Mn content.  Note, that we considered variations in 
Mn concentration exactly at the SF. Earlier first-principles calculations, which predicted a gradual increase in the SFE for all 
Mn concentrations [Hickel et al.], were performed for nonmagnetic Fe (A1), Fe75Mn25 (L13), Fe50Mn50 (L10), Fe25Mn75 
(L13), and Mn (A1) phases where Mn atoms were in the ordered positions. In order to determine how Mn positions relative 
to the SF region influences γISF, we also calculated the following two configurations: (i) when the n Mn atoms were 
distributed not on the SF plane, but through the n layers below the SF; and (ii) when one Mn atom was substituted in the nst-
layer (n = 0, 1, 2, 3) below SF. Such calculations will provide an answer to whether γISF depends on the Mn position relative 
SF or on the total Mn concentration in bulk.  In the first case (Figure 1, blue line), we found that the SFE does not depend on 
Mn concentration for x  > 10 at.%, and all changes in SFE are produced by the Mn atoms located in the 0th- and 1st-layers 
below SF. Indeed, as follows from the calculations (ii), Mn in the second layer below SF does not affect γISF  (we obtained  
-372, -354 and -349 mJ/m2 for Mn in the 0th, 1st and 2d layer, respectively). Hence, Mn that is distant from the SF layer does 
not change the SFE (γISF = -347 mJ/m2 for fcc Fe). Thus, it is the Mn atoms distributed within the one interlayer distance 
near the SF region that affect γISF, but not the total Mn concentration in the Fe-Mn alloy.

The lowering of SFE with increasing n also suggests that the location of Mn near the SF is energetically more preferable than 
being far away from this region. To elucidate the effect of Mn on the formation of SF, the unstable SFE USFE (γUS) were 
calculated, which represent the lattice resistance to the formation of SF. As shown in Figure 1 (red line), γUS decreases with 
increasing Mn content at SF for x>20 at.%Mn. This points to a lower energy barrier for the formation of SF in the regions 
with high Mn concentration.  These results indicate the possibility of Mn segregation near SF and, hence, near the interface 
boundary of an fcc-hcp microstructure. 

We would like to stress that the magnitude of SFE obtained in our study, as well as in previous ab-initio calculations, is 
greatly underestimated compared to the experimental values and the thermodynamic estimations. For example, SFE for 
pure Fe being extrapolated to T=0 K is  higher than -40 mJ/m2  [Dick et al.].  This discrepancy may be related to magnetic 
interactions. Indeed, the comparison of paramagnetic and nonmagnetic results for pure Fe show that magnetism increases 
the SFE from -350 mJ/m2  to -150 mJ/m2 [Dick et al.], but nevertheless it is far from the extrapolated value. The effect of 
light interstitial impurities is a possible reason for this discrepancy. In particular, ab-initio calculations predict that nitrogen 
increases SFE by 73 mJ/m2 per 1 at.% N and that SFE is close to zero at 4 at.% N [Kibey et al.]. 

Next, we consider the effect of C occupying the octahedral interstitial sites in the nst-layer (n = 0, 1, 2, 3) below SF in fcc 
Fe. One C atom at the SF layer (n = 0) increases both γUS, and  γISF, but they are gradually reduced to the values for pure 
Fe as n increases (Table 1).  C in the third layer below SF (n = 3) has little influence on the SF energy. There is a strong 

Table 1. The SFE (mJ/m2) for single impurity in the n-layer  
below SF and two impurity atoms in k- and l- layers (n = k,l).
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dependence of γISF on both the C location and its concentration, whereas the variations in γUS are less significant. A much 
larger increase would occur in the case when two nearest C atoms are at the SF layer (n = 0,0). The increase in γUS (energy 
barrier for the SF formation) with C content (Table 1) indicates that the segregation of interstitial C at the SF is unlikely.

The dependence of the SFE on the impurity layer n shows (Table 1) that C, in marked contrast to Mn, has a strong effect 
within a more extended region, which covers three atomic layers near the SF defect. Averaging γISF  on the three SF planes (n 
= 0, 1, 2) produces an increase of 74 mJ/m2 per 1 at.% C. This coincides with the nitrogen effect on SFE that was predicted 
to be 75 mJ/m2 per 1 at.%N [Kibey et al.]. These results imply that in the Fe-C alloy, the fcc phase is more favorable 
than hcp. Indeed, C suppresses the γ —› ε transformation and is known as a strong austenite stabilizer. The decrease in 
SFE obtained from the thermodynamic estimations (12 mJ/m2 per 1 at.%C) is notably smaller than the value obtained via 
averaging through three n layers near the SF plane. The high γUS shows that C does not segregate at SF and does not favor 
the formation of SF. C prefers to be far from the SF region, and this may be the reason for the overestimated value obtained 
by including the nearest region to SF into the average. Taking into account this argument, the averaged γISF  through the more 
distant layers (n =  2, 3) produces an increase of 28 mJ/m2  per 1 at.% C, which is in a better agreement with thermodynamic 
estimations. 

In accord with these findings on the favorable impurity positions, the formation of Mn-C pair may influence the SFE. 
Calculations for one (Mn-C-Fe) and two Mn (Mn-C-Mn) atoms substituted in the preferable positions near the interstitial C 
at the SF reduces the ISFE by 5 mJ/m2 and 9 mJ/m2 per 1 at.% Mn in comparison with the value for Fe-C, respectively. This 
means that the formation of bound Mn-C pairs near the SF plane restrains the increase in SFE caused by C alone. As a result, 
the calculated SFE is in a better agreement with the observed value.

For Al, we considered the substitutional sites in the nst-layer (n =0, 1, 2) below SF as well as the Al concentration effect 
(Table 1, Figure 2).  We obtained that Al impurity in fcc Fe lead to an increase of SFE which depends on the Al distribution 
and concentration. Al (4 at.%) located at SF or in the first (nearest) layer leads to the similar increase of γISF, while there is no 
effect on SFE when Al is in the second or third layer (n =2 or 3). The increase in γISF averaged over the layers  n =0, 1, and 
2 is 10 mJ/m2  per 1 at.% Al. The concentration of 8 at.% Al  was modeled by two atoms which were: (i) both at  SF (n =0,0), 
or  (ii) one atom at SF and one atom in the first  layer (n =0,1) below SF. For Al atoms in n =0,0 and n =0,1 positions, the SFE 
increases by 19 mJ/m2 and 11 mJ/m2 per 1 at.% Al, respectively. This result shows a correct trend in the changes of γISF with 
Al addition, but shows a much greater increase than previous thermodynamic estimations and experimental data, that showed 
the increase in  SFE of 5 mJ/m2 [Yang and Wan]. 

We found that γUS is sharply reduced with Al alloying. For 
the concentration of 12 at.% Al, USFE decreased by a factor 
of three times (Figure 2). This means that Al may segregate 
near the SF plane. Secondly, it points out that Al sharply 
lowers the energy barrier for SFs and dislocation formation, 
and therefore favors enhanced plasticity. 

Planar slip before mechanical twinning was observed in the 
Fe–Mn–Al–C alloys with rather high SFE, while a planar 
slip is traditionally considered to dominate in alloys with low 
SFE [Park et al.]. Here it should be noted that planar slip in 
face centered cubic materials is often associated with SRO or 
short range clustering. Gerold and Karnthaler explained the 
softening as a result of disorder of either SRO or short range 
clustering by the initial dislocation glide during yielding, 
which permits easy flow of successive dislocations. A SRO 
suggested in Fe–Mn–Al–C steel was related to the precursor 
of Fe3AlCx precipitates [Park et al.]. 

Our investigations of the relative distribution of impurities in fcc Fe demonstrate the preference for Al to occupy the position 
related to D03 structure. In the Fe-C alloy it corresponds to the formation of perovskite-like Κ-carbide Fe3AlC with E21 
crystal structure, where Al occupies the (0,0,0) position, Fe atoms are in the (½ , ½, 0) positions, and C is located at the center 
octahedral site  (½ , ½, ½).

Figure 2. The intrinsic (black) and unstable (red) SFE as dependent 
upon Al concentration at the SF in fcc Fe-Al. 
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To determine how the SRO affects the SFE, we modeled the Al distribution near SF plane and calculated γISF and γUS for 
the different Al positions. First of all, we found that the ordering of two Al atoms in the positions, which correspond to their 
sites in D03, results in an energy gain of 14 meV as compared to the other possible Al positions. Furthermore, the SFE γISF 
and γUS depend on the Al ordering near the SF plane. We obtained that if the positions of two Al atoms at the nearest SF 
planes correspond to the D03 ordering,  γUS   is sharply reduced  from 230.3 mJ/m2 to 137.3 mJ/m2, while γISF almost does 
not change (it decreases by only 4.2 mJ/m2). To understand the reasons for such a selective effect of the Al ordering on the 
generalized SFE, we considered the changes in the Fe-Fe, Fe-Al and Al-Al distances under displacements on the (111) plane. 
The 1/12<112> displacement, which corresponds to unstable SF (γUS) makes two ordered Al atoms being at the distance 
RAl-Al of 2.89 Å, which is larger than the Al-Al distance of 2.82 Å in fcc Al, while for all other Al positions  RAl-Al becomes 
equal to 2.33 Å (that is much shorter than in fcc Al).   So, the bonding between Al atoms is much stronger in the second 
structure, while the structure with partial Al ordering corresponds to the weaker Al-Al bonding with respect to fcc Al.

Three Al atoms ordered within three layers near the SF plane lead to a further reduction of γUS up to 83 mJ/m2, while γISF 
decreases to -356 mJ/m2.  Thus, SRO reduces the energy barrier γUS for the SF dislocations, but does not increase the 
SFE.  Furthermore, SRO may be responsible for the overestimated SFE in our calculations for non-ordered Al distribution. 
Based on these results we can conclude that a SRO, which was suggested in Fe–Mn–Al–C steel to explain the planar slip 
deformation before occurrence of mechanical twinning regardless of the SFE value [Park et al.], is related to the precursor of 
Fe3AlCx precipitates.  We demonstrated that the mechanism of the softening phenomenon is attributed to a sharp lowering of 
the energy barrier for SF dislocations due to a short range ordering of Al atoms in Fe-Al-C. 

Conclusion
The calculations of generalized SFE demonstrated that only impurities distributed within the two layers near SF plane affect 
the SFE. We showed that the SFE does not depend on the average concentration of impurities in the matrix and there is a 
strong sensitivity of the SFE to the concentration of impurities in the vicinity of stacking fault defect. The true parabolic 
dependence of the SFE on Mn concentration was obtained for Mn concentrated at the SF plane, while Mn located more 
than one interlayer distance from SF plane does not influence the stacking fault energy.  The SFE dependence upon the 
composition of the SF plane explains why previous studies examining a disordered structure failed to predict the composition 
dependence of the SFE.  Our results correlate with the phase diagram of Fe-Mn, which demonstrates that ε –martensite is 
not formed above 30% Mn.  The lowering of SFE with Mn content up to 25 at.% demonstrates also that the location of Mn 
near SF is more energy preferable than being far away from this region. Both Al and C linearly increase SFE (both impurities 
suppress the γ —› ε transformation) and this effect is more pronounced for interstitial C. We show that C prevents the 
formation of SF and prefers to occupy locations remote from the SF region.  Short range order in Fe-Al-C alloys strongly 
affects the energy barrier for dislocation nucleation and results in softening, while it inhibits the increase in SFE. Certainly, 
this approach provides the GSF energies at zero temperature and does not predict the exact values of SFE, which strongly 
depends on temperature and impurity distribution. Nevertheless, we demonstrated that ab-initio methods give the opportunity 
to establish how the position and concentration of impurities at SF affect the GSF energies.

Presentations/Publications/Patents
“Magnetism in bcc and fcc Fe with carbon and manganese,” N.I. Medvedeva, D. Van Aken, and J.E. Medvedeva, J. Phys. 
Cond. Matter 22, 316002 (2010). 
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Executive Summary
Advanced high strength steels (AHSS) promise enormous potential benefits to society, but their widespread adoption requires 
a fundamental understanding of their constitutive behavior. In particular, accurate predictions of formability and springback 
of AHSS are the critical issues in the manufacturing of vehicles. In this work, fundamental understanding in the cause of 
shear fracture and proper representation of nonlinear unloading is formulated. 

A new plastic constitutive model (H/V Model) that relates flow stress to strain, strain-rate, and temperature is formulated to 
accurately predict failure of AHSS. The H/V Model and novel draw-bend fracture (DBF) tests revealed that the shear fracture 
of dual phase (DP) steels occurs by temperature increases during forming in sharp bending regions related to their high 
ductility and strength. Microstructural details are not usually a determining factor, but can be important in rare cases. 

Activity and Developments
 
Sheet Formability and Springback of Advanced High Strength Steels
 
Principal Investigator: Robert H. Wagoner
(614) 292-2079; e-mail: wagoner.2@osu.edu

Accomplishments

• An accurate temperature-sensitive constitutive model (H/V Model) was developed, tested, and published. It predicts 
necking and failure with more accuracy than any existing constitutive model.

• A novel constitutive model for general nonlinear unloading was proposed (QPE Model). Simulation of draw-bend 
springback (DBS) results gave predictions within the experimental scatter when using QPE model.

• New DBF tests reproducing industrial conditions for formability and springback were devised and verified. DBF uses 
dual displacement control and provides better reproducibility and consistency than other such methods.
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Future Directions

• The fundamental understanding gained for DP steels as well as the newly-developed techniques will be leveraged and 
extended to new AHSS such as TRIP, TWIP, CP, and QP steels.

• Symmetric DBF tests with real-time Digital Image Correlation (DIC) will be conducted.

• Elevated-temperature, continuous, tension-compression testing, and elevated-temperature balanced biaxial bulge testing 
will be conducted.

Introduction
AHSS are being used currently by automakers for their impressive combinations of strength and ductility. Widespread 
adoption of AHSS offers major improvements in automotive vehicle performance: safety, energy usage, emissions, and 
durability. In particular, DP steels are the most widely used of the various AHSS available. These materials feature coarse 
microstructures of a soft ferrite matrix and hard martensite “islands.” The internal stress concentrations produce early yield, 
high work hardening, and thus high tensile ductility. While the properties of DP steels are remarkable, there exist two major 
obstacles, both related to forming: unpredictable formability and springback. Understanding and predicting their formability 
and springback requires accurate knowledge and representation of their plastic constitutive behavior. 

In this report, a novel H/V Model based on the tensile data of uniform strain range was developed and adopted to predict the 
AHSS failure without damage mechanics. Also, a new Quasi-Plastic-Elastic (QPE) model, in which the evolution of Young’s 
modulus and Bauschinger effect were considered, introduced, and conduced to predict springback in draw bend tests by using 
FEM code. 

Approach
The draw-bend test, originally developed for measuring friction and wear (Demeri, 1981; Vallance and Matlock, 1992; 
Wenzloff et al., 1992; Haruff et al., 1993), was developed by the PI’s group for springback (Carden, 2002) and fracture 
applications (Kim et al., 2011; Damborg et al., 1997). The principle of the test is shown in Figure 1.  A strip of sheet metal 
is formed around a circular tool (typically fixed and lubricated) and then drawn using a dual-actuation control system. For 
fracture testing, displacement rates at each end of the strip specimen are controlled to avoid the spurious reversal of strip 
motion. For springback testing, constant sheet tension is maintained while drawing at constant speed V1.

 Figure 1: Schematic and variables of the draw-bend tests (left side) and the three types of fractures observed in the draw-bend  
fracture (DBF) test (right side).
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Results and Discussion
Draw-bend fracture (DBF) and Draw-bend springback (DBS) Tests

DBF tests under various conditions revealed that the occurrence of shear fractures increased dramatically at higher pulling 
speeds. This observation led to the postulate that deformation-induced heating was the critical factor rendering shear fractures 
unpredictable by normal (isothermal) methods used industrially. AHSS’s, because of their high energy product, produce 
significantly more heat than traditional steels. At industrial forming strain rates, the deformation is nearly adiabatic.

This theory was confirmed (Kim et al., 2009, 2010, 2011; Sung et al., 2009, 2010, 2011) by infrared thermographic 
measurements and comparison with a series of thermo-mechanical finite element (FE) simulations using the H/V constitutive 
model (next section). For the three grades of DP steels tested at various rates and R/t ratios, measured temperatures agreed 
with the simulation-predicted ones within 5° C.  Also, displacements to failure were predicted with an average error of 15% 
thermo-mechanically, as compared with 65% isothermally. Thus, deformation-induced heating is the major contributor to 
unpredictable shear fracture. 

H/V Model and Thermo-Mechanical Simulations

An empirical 1D constitutive form describing the flow stress as a function of strain, strain-rate, and temperature was developed 
(Sung et al., 2010). The function consists of three multiplicative functions describing strain hardening (f), strain-rate sensitivity 
(g), and temperature sensitivity (h) as follows:

     (1)

The functions g and h are standard forms, but the function f is novel. It combines, using a linear combination coefficient α, the 
two typical novel strain hardening forms fh (Hollomon, 1945) and fv  (Voce, 1948):

      (2) 

The parameter α is allowed to vary linearly with temperature, such that at low homologous temperatures the expected power-
law hardening is obtained (i.e. α=1) while at higher temperatures a saturation stress is observed (i.e. α=0). 

The constitutive form embodied in Equations (1) and (2) has been shown to reproduce the tensile behavior of DP steels 
accurately, Figure 2, even in the post-uniform (necking) region. The H/V model is markedly better in reproducing non-
isothermal behavior (Figure 2 (a)), as well as isothermal behavior (Figure 2 (b)).  It accomplishes this by extrapolating more 
accurately to the higher strains encountered in the post-uniform strain regime (Matlock et al., 2011).

Figure 2. Comparison of tensile data and FE simulations using selected constitutive models: (a) nonisothermal tests,  
and (b) isothermal tests.

Tensile elongations were predicted using the H/V model for 3 DP steels (590, 780, 980) and at 3 temperatures (25, 50, 100o C). 
Results were compared with isothermal (Hollomon, 1945; Voce, 1948) and non-isothermal models (Lin and Wagoner, 1986; 
Rusinek and Klepaczko, 2010).  The H/V results were within 3-6% of the measurements, as compared with 19-42% error for 
the standard formulations.  Similar results were obtained for predicting draw-bend failure modes (shear vs. tension) and pull-
distance to failure.

σ =σ (ε , ε ,T ) = f (ε ,T ) ⋅ g ( ε ) ⋅h (T )

( , ) (1 )H Vf T f f    
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QPE Model

AHSS show large nonlinear unloading or “variable modulus effect” following plastic deformation that has significant effect 
on springback (Morestin and Boivin, 1996; Augereau et al., 1999; Cleveland and Ghosh, 2002; Caceres et al., 2003; Luo and 
Ghosh, 2003; Yey and Cheng, 2003; Yang and Cheng, 2003). For DP steels, effective Young’s modulus up to 32% less that 
the hand book value upon unloading was observed (Cleveland and Ghosh, 2002).

A consistent 3-D description of nonlinear unloading (“QPE Model”) was proposed, developed, implemented in FE codes, 
tested, and verified (Sun and Wagoner, 2011). The QPE model introduces a third component of strain that is recoverable 
(elastic-like) but energy dissipative (plastic-like). It reproduces nonlinear loading and unloading curves following stress/
strain path changes, Figure 3 (a), where existing approaches fail. Draw-bend springback simulations agreed with experiments 
to within 3 degrees (total springback ~50 degrees) for QPE model, vs. 6-18 degrees for standard formulations (Sun and 
Wagoner, 2011).

Figure 3 (b) shows that the QPE loop characteristics depend only on the magnitude of the stress change after plastic 
deformation, not on the details of the alloy or its microstructure (DP 780 vs. DP 980), or on the degree of unloading (i.e. 
partial unloading vs. unloading to zero stress). 

Figure 3.  QPE model predictions and measurements:  (a) unloading-reloading cycle for DP 980, QPE vs. existing approaches and 
experiment, (b) measured dissipated energy is function of stress change only, not alloy, microstructure or degree of unloading.

Conclusion
The following fundamental breakthroughs were made:

• Shear fracture occurs by temperature increases in sharp bending regions related to the high ductility and strength of the 
alloys. Microstructural details are not usually a determining factor, but can be important in rare cases. 

• A class of material behavior deemed “quasi-plastic elastic” was identified as responsible for complex, nonlinear 
unloading that can increase springback by more than 30%, much greater than for traditional autobody steels.

• An accurate temperature-sensitive constitutive mode (H/V Model) was developed. 

• New draw-bend tests reproducing industrial conditions for formability and springback were devised and verified.
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