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Executive Summary 
Standard methods of wind resource assessment often rely on extrapolation of winds and use 
coarse computational grids to address the effects of complex terrain on atmospheric flow. 
Further, even if measurements are available in complex terrain, those measurements may not be 
representative of the flow nearby if the terrain differs significantly. Previous estimates of the 
wind resources in Uttarakhand, India, indicated that there were minimal wind resources in this 
region. To explore whether or not complex terrain in the region in fact provides localized areas 
of increased wind resource, we employed a dynamic downscaling method using the Weather 
Research and Forecasting model to provide detailed estimates of wind speeds at approximately 
1-km horizontal resolution in the finest nested simulation. The only measurements available in 
the region for verification are from a 9-month Doppler lidar deployment. As this region 
experiences three distinct seasons, one 7–10 day period from each season was selected from the 
period during which Doppler lidar data were available. Hourly estimates of Doppler lidar wind 
speed and wind direction were calculated and compared with simulated winds. The simulations 
generally underestimated the observed wind speed: lidar observations indicate average wind 
speeds of at least 6.3 m/s in each of the periods simulated. Although localized pockets of higher 
wind resource were evident at altitudes of 80–100 m above the surface, the general resource in 
Uttarakhand could be characterized as minimal from the simulations, with average wind speeds 
equal to or below the typical turbine cut-in speed of ~ 3 m/s-1 or less at 80–100 m above the 
surface. However, the results of these simulations do not constitute a definitive wind resource 
assessment. More extensive observations at other sites within this region and at wind-energy-
relevant altitudes are required to validate the simulations’ estimates of the wind resource in 
Uttarakhand. This region could provide a valuable wind resource in proximity to large 
population centers, and the few existing observations suggest some wind resource was not 
captured with the simulations. Future wind resource estimation efforts should include 
deployment of observational platforms (such as lidar or meteorological towers) in several of the 
lower-altitude valleys of Uttarakhand over the course of a year. These observations could then be 
compared with a larger set of simulations similar to those executed for this study to assess the 
ability of Uttarakhand to provide a valuable resource of renewably-generated electricity. 
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1  Introduction 
Complex terrain can induce strong wind flows that can produce significant wind resources 
(Whiteman 2000). If peaks and valleys are not represented in simulations, however, the effects of 
terrain on flows cannot emerge in the simulations. Wind resource assessment in complex terrain 
is particularly challenging because of the nature of topographically driven flows (Brower, 2012). 
The speed, direction, and daily cycle of these flows tend to be poorly represented in typical wind 
resource assessment approaches, therefore a refined modeling approach that captures these 
complex flows may be appropriate. Such a modeling approach consists of mesoscale numerical 
weather prediction simulations for a region of interest for a limited time period. These 
simulations are computationally intensive and require validation with field observations.  

The Uttarahkand region of northeastern India was chosen as a candidate for exploration of the 
advantages of using high-resolution mesoscale modeling for wind resource assessment because 
of Uttarakhand’s complex terrain and proximity to the population center of New Delhi: 
transmission of renewably generated electricity to this large population center would be 
desirable. Although India as a nation had approximately 20 GW of installed wind capacity as of 
Oct. 31, 2013 (Ministry of New and Renewable Energy, 2013), based on previous wind resource 
assessments (Centre for Wind Technologies (CWET), 2013), Uttarahkand appeared to have 
minimal wind development potential. As summarized by Hossain et al. (2011), wind energy 
resources in India have historically been underestimated. Further, northeastern Uttarakhand 
includes the very complex terrain of the Himalayas, which made this region a robust challenge 
for mesoscale modeling in complex terrain. A recent analysis of detailed meteorological 
observations in a mountain pass in Switzerland (Clifton et al., 2013) suggests that mountainous 
regions may in fact be suitable for wind energy development due to the channeling of flow. 
Finally, a brief period of atmospheric observations in Uttarakhand was available from the 
Ganges Valley Aerosol Experiment (GVAX) sponsored by the U.S. Department of Energy’s 
(DOE’s) Atmospheric Radiation Measurement Program and conducted under an existing Science 
and Technology Cooperation Agreement between the governments of the United States of 
America and the Republic of India (see http://www.arm.gov/campaigns/amf2011gvax for more 
information). These refined observations, which were collected from June 2011 to March 2012, 
included detailed wind profiles in the lower atmospheric boundary layer from a Doppler lidar 
dataset (data provided by the U.S. Department of Energy’s Pacific Northwest National 
Laboratory).   

This report explores the ability of dynamically downscaled simulations to assess wind resources 
in Uttarakhand and compares these simulations to the only boundary-layer wind profile data 
known for the region, the Doppler lidar dataset available from one location in the region. The 
simulations and the lidar observations are described in detail in Section 2. Section 3 explores 
simulation results, including the impact of horizontal resolution on the simulations and the 
vertical variability of the wind resource. Although meteorological data for only one location 
were available for model validation, agreement between the simulations and the observations 
was also assessed, and a comparison between these simulations and previous wind resources 
assessments in the region is presented. Finally, this report summarizes the diurnal variability in 
the wind resource based on observations. 

http://www.arm.gov/campaigns/amf2011gvax
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2  Data and Methods 
2.1  Mesoscale Simulations 

Numerous modeling studies have indicated the importance of high-resolution topographic 
databases for accurate simulations of winds near the surface and at wind turbine altitudes. 
Regional models, with smaller domains and finer resolutions than global models, can better 
resolve small-scale features (such as terrain variations) that depend on the surface boundary 
(Castro et al., 2005). Therefore, global-scale simulations are typically refined by using a limited-
area model at finer resolution for the domain of interest. Initial conditions and boundary 
conditions are provided by a global model, while a regional climate model adds detail and 
refinement in response to regional scale forcing (e.g., topography, coastlines, and land use/land 
cover data) as the regional model interacts with the larger-scale atmospheric circulations. The 
purpose of downscaling is to obtain high-resolution detail as accurately as possible for the region 
of interest.  

Numerous studies demonstrate the utility of dynamic downscaling. An investigation of more 
than a decade of high-wind events in the Sierra Mountains of California (Hughes et al., 2012) 
demonstrates that 6-km resolution dynamically downscaled simulations are required to achieve 
good agreement with radar wind profiler observations as compared to coarser-scale reanalysis 
data. Simulations of the complex terrain around Greenland (DuVivier and Cassano, 2013) using 
the Weather Research and Forecasting (WRF) model at 10-km horizontal resolution were 
superior to the simulations at coarser resolutions. An investigation of precipitation forecasting in 
the Himalayan region (Dimri et al., 2014) also emphasizes the importance of high-resolution 
simulations.  

For this exploration of the utility of dynamic downscaling of wind resources in Uttarakhand, 
simulations of the atmospheric flow were performed with the WRF numerical weather prediction 
model (Skamarock et al. 2008). Initial and boundary conditions for these simulations came from 
the Global Forecasting System Extended (global) one-half degree archive (Unidata, 2013), which 
provided updates every six hours. Forty vertical levels were used, with 13 levels in the lowest 
300 m of the atmosphere to ensure high resolution of the boundary layer in the complex terrain. 
The four domains were one-way nested by a factor of three, with the outermost domain at 30-km 
resolution, the second at 10-km resolution, the third at 3.33-km resolution, and the fourth at 1.1-
km resolution. Each domain consisted of 100 cells by 100 cells, as shown in Figure 1 and Figure 
2, and the Doppler lidar observation station is located in the center of Domain 4. The time step 
for the outer domain was 10 seconds and was reduced by a factor of three with each consecutive 
nest. Cloud microphysics were parameterized with the Morrison double-moment scheme. 
Cumulus clouds were parameterized with the Kain-Fritsch scheme on the outer three domains. 
Longwave radiation was parameterized with the Rapid Radiative Transfer (RRTM) model, and 
shortwave radiation was parameterized with the Dudhia scheme. The surface layer and the 
planetary boundary layer were parameterized with the Mellor Yamada Nakanishi Niino 
(MYNN2) models (Nakanishi and Niino, 2006). Computational resource limitations required 
execution of only a single deterministic simulation for each of the time periods examined here, 
although an ensemble of simulations exploring the influence of model physics choices would 
provide insight into variability (Mahoney et al., 2012).  Alternatively, reliable uncertainty 
quantification could be provided with hybrid statistical-dynamic downscaling techniques such as 
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the analog ensemble presented by Delle Monache et al. (2013), which would require a single 
deterministic simulation to generate an analog ensemble if more observations were available for 
inclusion.  

 

 

Figure 1: Map of WRF simulation domains. The spatial resolution of Domains 1, 2, 3, and 4 is 30-, 
10-, 3.3-, and 1.1-km, respectively. The observation station is located in the center of Domain 4. 
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Figure 2: Detailed map of WRF simulation domains. The observation station is located in the 
center of Domain 4. 
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Although simulations for an entire year or several years (Brower et al., 2012) or the selection of 
representative days over several years (Rife et al., 2013) would be preferable for a wind resource 
assessment, computational and data comparison constraints required a selection of representative 
seasons from one year. Uttarakhand has three primary seasons: summer (March to June), winter 
(October to February), and monsoon (July to September)1. The availability of lidar data for 
comparison also constrained the choice of observational periods, as data was only available from 
June 2011 to March 2012. The simulations for this analysis were performed for eight days in 
August (monsoon), nine days in October and November (winter), and seven days in March 
(summer). For all three seasons, the complete simulation runs required approximately 2,470 node 
hours. 

2.2  Lidar Observations 
Conventional wind resource assessment campaigns rely on observations collected throughout a 
region, rather than the limited set of observations from one location available here. The U.S. 
Department of Energy’s Atmospheric Radiation Measurement (ARM) Program’s mobile facility 
(MF) participated in the Ganges Valley Aerosol Experiment (GVAX) that explored the effects of 
atmospheric aerosols in the Ganges Valley of Uttarahand on cloud formation and monsoon 
activity over the Indian Ocean (http://www.arm.gov/campaigns/amf2011gvax). Although most 
of the ARM instrument deployments for GVAX focused on measurements of aerosols and their 
effects on atmospheric radiation, the deployment of a Doppler Lidar (DL) provided detailed 
measurements of winds at one location, the ARIES Observatory in Nainital, Uttarakhand, from 
June 2011 to March 2012. (ARIES is the Aryabhatta Research Institute of Observational-
SciencES, known as ARIES since 2004.) No other measurements of wind at altitudes relevant for 
wind energy were identified. 

The ARM MF Doppler lidar (DL) is described in Newsom (2012). As an active remote sensing 
instrument, it provides range- and time-resolved measurements of radial velocity; multiple 
vertical scans can be aggregated together to provide profiles of horizontal winds. The DL 
operates in the near-infrared (1.5 microns) and is sensitive to backscatter from micron-sized 
aerosols. Aerosols are ubiquitous in the low troposphere and are ideal tracers of atmospheric 
winds. The DL is capable of measuring wind velocities under clear-sky conditions with very 
good precision (typically ~10 cm/sec). Profiles of the mean winds are derived from hourly plan-
position-indicator (PPI) scan data using a modified velocity-azimuth display algorithm (Banta et 
al. 2002, Browning et al. 1968).  

The lidar data returns for hourly averages of wind speed at altitudes between 40 m and 500 m 
were generally of very good quality(Figure 3) except for the August time period, when heavy 
precipitation influenced the ability of the lidar to collect wind speed measurements. Wind speeds 
at approximately 80 m above the surface exhibited considerable variability (Figure 4-Figure 6) 
with overall maximum wind speeds ~15–18 m/s. Doppler lidar measurements indicated the 
average wind speed for the weeks selected in each season at approximately 80 m above the 
                                                           

1 Traditionally, Indians recognize six seasons or Ritu, each about two months long. The six seasons 
include spring, summer, monsoon, autumn, winter, and prevernal. As Uttarakhand is located in the 
Himalayan foothills, its seasons vary from those of other parts of India. 



 

6 

This report is available at no cost from the National Renewable Energy Laboratory (NREL) at www.nrel.gov/publications. 

surface is from 6.3 m/s (November and August) to 6.6 m/s (March). As expected, mean wind 
speeds are higher at approximately 100 m above the surface: November and August have 
average wind speeds of 6.6 m/s while March shows an average wind speed of 6.7 m/s. The 
number of data points available for consideration (less than 200) are not sufficient for estimating 
the underlying distribution (such as a Weibull distribution). 

 

Figure 3: Percentage of Doppler lidar data return from each of the three seasons 
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Figure 4: Time series of wind speeds at ~ 80-m elevation measured by the Doppler lidar during the 
November set of simulations. 

 

 

Figure 5: Time series of wind speeds at ~ 80-m elevation measured by the Doppler lidar during the 
August set of simulations. 
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Figure 6: Time series of wind speeds at ~ 80-m elevation measured by the Doppler lidar during the 
March set of simulations 

3  Results 
3.1 Impact of Horizontal Resolution on Wind Resource Estimates 

Complex terrain can induce strong wind flows that can produce significant wind resources 
(Whiteman 2000). If peaks and valleys are not represented in simulations, however, the effects of 
terrain on flows cannot emerge in the simulations. Increased horizontal resolution provided by 
the downscaled numerical weather prediction model can theoretically identify areas of wind 
resource that would have been overlooked with coarser-scale simulations. A comparison of the 
coarse simulations for November (Figure 7-Figure 9) to the finest simulations for that month 
(Figure 10) revealed that the strong averaged wind resource of the finest domain in the valleys in 
the northwest are overlooked by the coarse simulations which cannot resolve those valleys. The 
finest-scale simulations suggest strong average winds in isolated valleys in northwestern 
Uttarakhand (5 km south of Patti Gujru). It is likely that even finer-scale simulations could 
identify other regions of significant resource. 
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Figure 7: Average wind speed at approximately 80-m above the surface from 30-km resolution 
simulations of 1-7 Nov 2011 
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Figure 8: Average wind speed at approximately 80-m above the surface from 10-km resolution 
simulations of 1-7 Nov 2011 
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Figure 9: Average wind speed at approximately 80-m above the surface from 3.33-km resolution 
simulations of 1-7 Nov 2011 
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Figure 10: Average wind speed at approximately 80-m above the surface from 1.1-km resolution 
simulations of 1-7 Nov 2011 

 

Simulations in August (Figure 11 - Figure 14) and March (Figure 15 - Figure 18) show similar 
patterns, although the overall wind speeds are very low, typically below the turbine cut-in speed 
of 3.0 m/s. 
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Figure 11: Average wind speed at approximately 80-m above the surface from 30-km resolution 
simulations of 8-15 Aug 2011 
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Figure 12: Average wind speed at approximately 80-m above the surface from 10-km resolution 
simulations of 8-15 Aug 2011 
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Figure 13: Average wind speed at approximately 80-m above the surface from 3.3-km resolution 
simulations of 8-15 Aug 2011 
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Figure 14: Average wind speed at approximately 80-m above the surface from 1.1-km resolution 
simulations of 8-15 Aug 2011 
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Figure 15: Average wind speed at approximately 80-m above the surface from 30-km resolution 
simulations of 1-8 Mar 2012 
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Figure 16: Average wind speed at approximately 80-m above the surface from 10-km resolution 
simulations of 1-8 Mar 2012 



 

19 

This report is available at no cost from the National Renewable Energy Laboratory (NREL) at www.nrel.gov/publications. 

 

Figure 17: Average wind speed at approximately 80-m above the surface from 3.3-km resolution 
simulations of 1-8 Mar 2012 
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Figure 18: Average wind speed at approximately 80-m above the surface from 1.1-km resolution 
simulations of 1-8 Mar 2012 

 

3.2 Variability of the Wind Resource with Height 
Although current utility-scale turbines have average hub heights on the order of 80 m, new 
developments in technology are expected to increase hub heights to at least 100 m or more. Wind 
speeds were extracted from these simulations at approximately 100 m above the surface to 
explore whether or not more wind resource was available at higher altitudes due to nocturnal jet 
phenomena (Banta et al., 2002). There was no evidence of a significant increase of averaged 
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wind speed with height in the averaged wind resource plots for the highest resolution simulations 
of each season (Figure 19-Figure 21). 

 

Figure 19: Average wind speed at approximately 100-m above the surface from 1.1-km resolution 
simulations of 1-7 Nov 2011 
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Figure 20: Average wind speed at approximately 100-m above the surface from 1.1-km resolution 
simulations of 8-15 Aug 2011 
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Figure 21: Average wind speed at approximately 100-m above the surface from 1.1-km resolution 
simulations of 1-8 Mar 2012 

 

3.3  Comparison of Mesoscale Simulations to Lidar Data 
Evaluation of simulations, as compared with observations, can rely on several different metrics, 
typically relying on measurements from multiple locations rather than measurements from one 
location. Several recent surveys of error and verification metrics for wind energy forecasting 
(Geibel et al., 2011; Bielecki et al., 2010, among others) have provided useful summaries of 
performance metrics.  Several metrics are commonly presented in assessing wind energy 
forecasts, yet no individual metric offers a complete description of error tendencies.  
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Traditionally, mean absolute error (MAE), median absolute error (MDE) and root mean square 
error (RSME) have been widely used and accepted by the forecasting industry as standard 
methods for quantification of forecast error. The MAE provides insight about the average 
magnitude of the errors over an entire dataset; if the forecast error were simply averaged, then 
positive and negative errors would be cancelled out. Landberg and Watson (1994) emphasize 
that the use of the mean error would be inaccurate and would lead to misinterpretation as 
negative and positive errors may be averaged to give a low mean error. However, this advantage 
of the MAE comes at the expense of losing information about whether the forecast consistently 
under-predicts or over-predicts wind speeds. This bias can be important. The MDE behaves 
similarly to the MAE with less sensitivity to outliers. Finally, the Pearson correlation coefficient, 
R, between observed values and forecast values can indicate general patterns of agreement. 

As discussed in detail in the following sections, the general agreement is very poor between the 
forecasts and the observations at the one available site. Correlation coefficients between a time 
series of lidar observations and WRF simulations at approximately the same altitude are less than 
0.4 between the simulations and the profiles, implying no correlation between the two and 
underscoring the challenge of numerical weather prediction in such complex terrain. It is 
surmised that some of the localized terrain forcing in the vicinity of the observation site (within a 
mountain valley) is not represented in these simulations. Detailed verification of these forecasts 
would involve multiple observing stations within the simulation domain that preferably measure 
winds at multiple altitudes (Warner, 2011) and consider other meteorological quantities such as 
temperature, humidity, and precipitation. A detailed comparison should also involve comparing 
the wind speed probability distribution functions over a longer period of time.  It appears that 
although the timing is off, the simulations do have some skill in simulating the wind speed 
variability (e.g., Fig. 23). 

3.3.1  Winter 
The lidar measurements from the week of November exhibit a moderate average wind speed at 
hub height of approximately 6.3 m/s. Of the three simulation periods, the November simulations 
exhibited the highest localized wind speeds, generally constrained to a few valleys in the 
northwest of the domain. However, the wind resource is generally simulated, on average, as very 
low, with a mean value in the finest-scale domain of less than 2 m/s (Figure 22). The mean 
absolute error between the lidar observations and the simulations’ predictions at the lidar 
location greatly exceeds the average wind speed predictions. In the finest domain, the MAE 
between the WRF simulations and the lidar observations is 4.9 m/s, the MDE is 4.7 m/s, and the 
RMSE is 5.6 m/s. The WRF simulations clearly failed to capture a mechanism driving the 
stronger winds observed with the lidar. 

3.3.2  Monsoon 
The lidar measurements from the selected week in August exhibit a moderate average wind 
speed at hub height of approximately 6.3 m/s, similar to those of November. However, the WRF 
simulations suggest much lower average wind speeds in every domain (Figure 23). Only the 
second domain (10-km horizontal resolution) average wind speed exceeds 3 m/s. In the finest-
scale domain, which was expected to be most accurate, the MAE between the WRF simulations 
and the lidar observations was 3.9 m/s (greater than the average wind speed of 2.9 m/s), the 
MDE 3.5 m/s, and the RMSE 4.8 m/s, suggesting that the simulations have little skill in 
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matching the observations at the lidar location. There may be substantial wind resource, as 
suggested by the observations, but the simulations as designed here cannot represent it. 

 

Figure 22: Time series of Doppler lidar winds compared with WRF forecasts from all domains 
during November simulation period 

 

Figure 23: Time series of Doppler lidar winds compared with WRF forecasts from all domains 
during August simulation period. 
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3.3.3  Spring 
The lidar measurements from the March time period show an average wind speed of 6.7 m/s at 
hub height, slightly higher than the measurements in November and August. Although the 
average wind speed in the finest domain of the WRF simulations is also high, 5.2 m/s, there is 
little agreement between the simulations and the observations, with an MAE of 5.9 m/s, an MDE 
of 5.9 m/s, and an RMSE of 6.7 m/s. In particular, the distinct shift from a high-wind-speed 
regime in the first three days of the observations to a lower-wind-speed regime in the last four 
days of simulations is not represented in the simulations (Figure 24). This wind speed shift, and 
the physical mechanisms inducing it, could merit closer investigation if a future study seeks to 
understand the inadequacies of the simulations as executed here. 

3.4  Diurnal Variability of the Wind Resource 
Even a low average wind resource may be useful if the variation in the wind resource is such that 
turbines can generate power at times of high demand (Hart et al. 2012). Spectral analysis (not 
shown) of the lidar observations does not suggest a strong diurnal cycle in any of the seasons 
analyzed here. Rather, the synoptic signal dominates variability at the location of the lidar 
observations. A very slight average diurnal signal is seen in the springtime period (Figure 25), 
with the maximum wind speeds occurring in the evening [13:00 Coordinated Universal Time 
(UTC) or 18:30 India Standard Time (IST)], late at night (20:00 UTC or 01:30 IST), and early in 
the morning (1:00 UTC or 6:30 India Standard Time). More observations would be necessary to 
explore whether the Uttarakhand wind resource variability matches the demand of the New Delhi 
population center. 

3.5  Comparison of Simulations With Existing Wind Resource 
Assessments for Uttarakhand 

The existing wind resource assessment map for Uttarakhand is available from CWET (2013). In 
aggregate, approximately 534 MW of resource is considered to be available, although 
measurements are not available to validate that estimate. As the area of Uttarakhand is 53,484 
km2, the CWET estimate assumes a very low wind density of 0.01 MW/km2.  A direct 
comparison between that estimate and the seasonal simulations executed here is not possible, but 
the aggregated wind speeds predicted with downscaled WRF are low. The November season 
simulations here, with the highest values, predict a domain-average wind speed of less than 2 
m/s-1. Converting the wind speeds of the entire domain to power, using the power curve of a GE 
1.5-MW turbine and assuming a density of one turbine per square kilometer (a relatively coarse 
spacing of approximately 12.5 rotor diameters between turbines) suggests a density of 0.03 
MW/km2, not accounting for exclusion zones or variability in the wind resource outside of the 
time period simulated here. Even this rough estimate, based on simulations that likely 
underestimate the wind resource, is higher than the current estimate of wind resources in 
Uttarakhand, and suggests that a modest measurement campaign would be warranted to better 
quantify the possible wind resource. 

Of note, the lidar observations suggest wind speeds consistently higher than those predicted by 
the simulations. Without more observation locations, it is not possible to speculate on the broad 
availability of the wind resource in Uttarakhand, but a more extensive wind resource 
measurement campaign would be justified on the basis of the lidar observations alone. 
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Figure 24: Time series of Doppler lidar winds compared with WRF forecasts from all domains 
during March simulation period 

 

Figure 25: Average diurnal cycle of hub-height winds from lidar observations during the March 
simulation period 
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4 Summary and Conclusions 
The wind resource in Uttarakhand, India, has been considered to be very low, while the 
proximity of this region to the large population center of New Delhi implies that modest 
investments in transmission could enable any wind resources in Uttarakhand to address ongoing 
energy demands in New Delhi. Very limited observations of the wind resource in Uttarakhand 
have been carried out, however, a comprehensive wind resource assessment campaign would 
require observations from multiple locations within the Uttarakhand region. In lieu of a broad 
measurement campaign, an investigation of possible wind resources in the Uttarakhand region of 
India has been executed based on dynamically-downscaled simulations with the WRF model. 
These simulations have been compared with observations from a profiling Doppler lidar 
deployed by the DOE ARM Program during the Ganges Valley Aerosol Experiment.   

Boundary conditions from the Global Forecasting System (1/2 degree in latitude/longitude 
resolution) were dynamically downscaled with the WRF model at very high resolution in the 
boundary layer, with thirteen levels in the lowest 300 m to resolve terrain-driven flow. All four 
domains were centered on the lidar measurement location. Approximately seven days in each of 
the three different seasons were selected for initial simulations to explore the viability of 
dynamic downscaling for wind resource assessment in the complex terrain of the Uttarakhand 
region. These time periods were chosen to sample seasonal variability and for comparison with 
the GVAX Doppler lidar measurements. 

Wind variability over approximately seven days within each of the three different seasons 
(August 2011, November 2011, and March 2012) has been quantified. The lidar observations 
during the selected time periods suggest at least modest wind resources, with averages exceeding 
6 m/s at nominally 80 m above the surface. The simulations predicted much lower wind speeds: 
none of the time periods simulated showed evidence of average wind speeds higher than 5 m/s at 
altitudes nominally 80 m above the surface, indicating that the simulations fail to capture the 
physical mechanisms giving rise to the winds observed by the lidar. Increasing the horizontal 
resolution of the simulations and increasing the resolution of the terrain represented in the 
simulations does not improve the agreement between the simulations and the observations. 
Traditional model evaluation metrics, such as mean absolute error, median absolute error, and 
root mean square error, suggest these simulations have poor agreement with the observations. A 
detailed comparison would involve comparing the wind speed probability distribution functions 
over a longer period of time.  It appears that although the timing is off, the simulations do have 
some value in simulating the wind speed variability (e.g., Figure 24). 

Because the lidar observations indicate that at least one location in Uttarakhand enjoys some 
wind resources, with a slight diurnal cycle that would provide more power at night, a more 
extensive measurement campaign in this region could be appropriate. A set of reliable 
meteorological data sources can be assimilated into future simulations which may incorporate a 
larger domain and capture the relevant mechanisms driving the flow in Uttarakhand. Recently 
developed hybrid downscaling techniques, which combine the benefit of statistical and 
dynamical approaches, could provide accurate multi-year wind resource assessments and reliable 
quantification of their uncertainty at locations where observations are available for several 
months and the deterministic numerical weather prediction model is run over the multi-year 
period. 
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