DOE/CF-0196
Volume 5

Department of Energy

FY 2024 Congressional
Request

Science

March 2023 Office of the Chief Financial Officer Volume 5







DOE/CF-0196
Volume 5

Department of Energy

FY 2024 Congressional
Request

Science

March 2023 Office of the Chief Financial Officer Volume 5







FY 2024 Congressional Budget Request
Science

Table of Contents

Page
ApPPropriation ACCOUNT SUMMAIY ....uiiiiiiiieeiiiteeesitee sttt e st e st e st e e e sbe e e s sbee e e sbeeeesabeeeesbeeesssteeesnsaeessseessssseessssasesnnes 1
APPrOPFIAtioN LANGUAEE ...uiiii ittt ettt s rtt e s e st e s st e e e e s bt e e e sabeee e sabeeeesabeeeesabeeeesbeeeessteeesaseeeesaeeeesseeeesasraeannes 5
L Y= 1= TP 7
Advanced Scientific COMPULING RESEAICN ..........oiuiiie ettt e e e e s te et e e ae s be e beeabesbeeteeaaesrean 31
[ R (ol = [= =4 Yol [T T -SSP 77
Biological and ENVironmeNntal RESEAICN........ccuiiiiiieii ettt et te e e e et e e s e sre et e ensesre e teennesnaenteans 183
FUSION ENEIEY SCIBNCES ....veetietiiieeiteete sttt sttt ettt st h et st sh e b s he e s h e e b sae e sh e e s e sae e s R e e b e sanesr e e n e smnesreenreennesneeneens 221
[ Lo o Y VT =V o o 1Y E ot TS 269
[NV UT LT Tl o o1V ol SRR 333
1SOtOPE R&D @N0 PrOTUCTION ...ttt et sttt e et e et e s te et e e aaesbeesbeeaaesbeesbesasesbaenteeasesbeensesasesbaessesnsesanantenns 381
Isotope Production and Distribution Program FUNAS .........cccocueiieiiiieiiesic ettt st st eae st veeaaesbe e besaaesaaebeens 419
Accelerator R&D and PrOGUCTION ........c.uiveiriiieieeree ettt ettt r e b et ne e r et n e nnnis 423
Workforce Development for Teachers and SCIENTISTS .....eccviiieiieciiiereee e re et e aaesrean 431
SCiENCe Laboratories INFrastrUCTUIE........oii ittt sttt st st s be st e sbesbesbesaesbensennens 445
SAfEBUAITS AN SECUIILY ..ottt ettt st bt e b et esae e bt e s bt et e eaeeese e bt satesheenbeesaeenbesanesas 547
=4 00 T 1 =Yt o] VO SRR 553
R Yol =T Lol O o 1o U | TP P PPN 563
FuNding by APPropriation DY SIEE ......ccuiiiiiecci ettt ettt ae e et e e aa e s be et e s aaesbe e beeabesbeenbeeabesbaeteeasesanenteans 569

GENEIAI PrOVISIONS ..veiiuvieiteiciee it e it e etee et e et e sabeesaeeesbeesbeesabeesabeeebaseabeesabeesaseebeseabeesabeesabeebesenbeesabeesaseesaseenbasentessabeesaneents 579









DEPARTMENT OF ENERGY
Appropriation Summary
(Dollars in Thousands)

Fy 2022 Fy 2023 FY 2024 FY 2024 President's Budget vs. FY 2023
Enacted Enacted ™ @ @) | President's Budget Enacted
$ [ %
Department of Energy Budget by Appropriation
Energy Efficiency and Renewable Energy 3,200,000 3,460,000 3,826,116 +366,116 +10.6%
Electricity 277,000 350,000 297,475 -52,525 -15.0%
Cybersecurity, Energy Security and Emergency Response 185,804 200,000 245,475 +45,475 +22.7%
Strategic Petroleum Reserve 219,000 207,175 280,969 +73,794 +35.6%
Naval Petroleum and Oil Shale Reserves 13,650 13,004 13,010 +6 +0.0%
SPR Petroleum Account 7,350 -2,051,900 0 +2,051,900 +100.0%
Northeast Home Heating Oil Reserve 6,500 7,000 7,150 +150 +2.1%
Total, Petroleum Reserve Accounts 246,500 -1,824,721 301,129 +2,125,850 +116.5%
Total, Cybersecurity, Energy Security, and Emergency Response 432,304 -1,624,721 546,604 +2,171,325 +133.6%
Nuclear Energy (270) @) 1,505,000 1,623,000 1,384,887 238,113 -14.7%
Fossil Energy and Carbon Management 825,000 890,000 905,475 +15,475 +1.7%
Uranium Enrichment Decontamination and Decommissioning (UED&D) 860,000 879,052 857,482 -21,570 -2.5%
Energy Information Administration 129,087 135,000 156,550 +21,550 +16.0%
Non-Defense Environmental Cleanup 333,863 358,583 348,700 -9,883 -2.8%
Science * 7,475,000 8,100,000 8,800,400 +700,400 +8.6%
Office of Technology Transitions 19,470 22,098 56,550 +34,452 +155.9%
Office of Clean Energy Demonstrations 20,000 89,000 215,300 +126,300 +141.9%
Federal Energy Management Program 0 0 82,200 +82,200 N/A
Grid Deployment Office 0 0 106,600 +106,600 N/A
Office of Manufacturing & Energy Supply Chains 0 0 179,490 +179,490 N/A
Office of State and Community Programs 0 0 705,000 +705,000 N/A
Advanced Research Projects Agency - Energy 450,000 470,000 650,200 +180,200 +38.3%
Nuclear Waste Fund Oversight 27,500 10,205 12,040 +1,835 +18.0%
Departmental Administration 240,000 283,000 433,475 +150,475 +53.2%
Indian Energy Policy and Programs 58,000 75,000 110,050 +35,050 +46.7%
Inspector General 78,000 86,000 165,161 +79,161 +92.0%
Title 17 Innovative Technology Loan Guarantee Program 29,000 -136,018 -126,524 +9,494 +7.0%
Advanced Technology Vehicles Manufacturing Loan Program 5,000 9,800 13,000 +3,200 +32.7%
Tribal Energy Loan Guarantee Program 2,000 4,000 6,300 +2,300 +57.5%
Total, Credit Programs 36,000 -122,218 -107,224 +14,994 +12.3%
Energy Projects 0 221,969 0 -221,969 -100.0%
Total, Energy Programs 15,966,224 15,305,968 19,732,531 +4,426,563 +28.9%
Weapons Activities 15,920,000 17,116,119 18,832,947 +1,716,828 +10.0%
Defense Nuclear Nonproliferation 2,354,000 2,490,000 2,508,959 +18,959 +0.8%
Naval Reactors 1,918,000 2,081,445 1,964,100 -117,345 -5.6%
Federal Salaries and Expenses 464,000 475,000 538,994 +63,994 +13.5%
National Nuclear Security Administration Rescissions -288,133 0 0 0 N/A
Total, National Nuclear Security Administration 20,367,867 22,162,564 23,845,000 +1,682,436 +7.6%
Defense Environmental Cleanup 6,710,000 7,025,000 7,073,587 +48,587 +0.7%
Other Defense Activities 985,000 1,035,000 1,075,197 +40,197 +3.9%
Defense Uranium Enrichment D&D 573,333 586,035 427,000 -159,035 -27.1%
Total, Environmental and Other Defense Activities 8,268,333 8,646,035 8,575,784 -70,251 -0.8%
Nuclear Energy (050) 149,800 150,000 177,733 +27,733 +18.5%
Total, Atomic Energy Defense Activities 28,786,000 30,958,599 32,598,517 +1,639,918 +5.3%
Southeastern Power Administration 0 0 0 0 N/A
Southwestern Power Administration 10,400 10,608 11,440 +832 +7.8%
Western Area Power Administration 90,772 98,732 99,872 +1,140 +1.2%
Falcon and Amistad Operating and Maintenance Fund 228 228 228 0 N/A
Colorado River Basins Power Marketing Fund 0 0 0 0 N/A
Total, Power Marketing Administrations 101,400 109,568 111,540 +1,972 +1.8%
Federal Energy Regulatory Commission 0 0 0 0 N/A
Total, Energy and Water Development and Related Agencies 44,853,624 46,374,135 52,442,588 +6,068,453 +13.1%
Excess Fees and Recoveries, FERC -9,000 -9,000 -9,000 0 N/A
Title XVII Loan Guar. Prog Section 1703 Negative Credit Subsidy Receipt -10,000 -14,000 -7,000 +7,000 +50.0%
UED&D Fund Offset -573,333 -586,035 -427,000 +159,035 +27.1%
Discretionary Funding by Appropriation 44,261,291 45,765,100 51,999,588 +6,234,488 +13.6%
DOE Budget Function 44,261,291 45,765,100 51,999,588 +6,234,488 +13.6%
NNSA Defense (050) Total 20,367,867 22,162,564 23,845,000 +1,682,436 +7.6%
Non-NNSA Defense (050) Total 8,418,133 8,796,035 8,753,517 -42,518 -0.5%
Defense (050) 28,786,000 30,958,599 32,598,517 +1,639,918 +5.3%
Science (250) 7,475,000 8,100,000 8,800,400 +700,400 +8.6%
Energy (270) 8,000,291 6,706,501 10,600,671 +3,894,170 +58.1%
Non-Defense (Non-050) 15,475,291 14,806,501 19,401,071 +4,594,570 +31.0%

a Funding does not reflect the mandated transfer of $92.75 million in FY 2022 and $99.75 million in FY 2023 from Naval Reactors to the Office of Nuclear Energy for operation of the Advanced Test Reactor.

@ Funding does not reflect the mandated transfer of 520 million from the Office of Nuclear Energy to the Office of Science for Nuclear Facilities Oak Ridge National Laboratory Operations and Maintenance.

) Fy 2023 Enacted levels for base funding includes $300 million for the Office of Nuclear Energy that was enacted in Division M, Additional Ukraine Supplemental Appropriations, of the Consolidated Appropriations
Act, 2023 (P.L. 117-328). This funding is a part of the total $12.5 billion governmentwide originally intended to be base appropriations that was designated as emergency requirements for purposes of the 2023
Omnibus agreement.
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Science
Proposed Appropriation Language

For Department of Energy expenses including the purchase, construction, and acquisition of plant and capital equipment,
and other expenses necessary for science activities in carrying out the purposes of the Department of Energy Organization
Act (42 U.S.C. 7101 et seq.), including the acquisition or condemnation of any real property or any facility or for plant or
facility acquisition, construction, or expansion, and purchase of not more than [35] 35 passenger motor vehicles [including
one ambulance for replacement only], [$8,100,000,000] $8,800,400,000, to remain available until expended: Provided, That
of such amount, [$211,211,000] 5226,200,000 shall be available until September 30, [2024] 2025, for program direction.

Explanation of Change
Proposed appropriation language updates reflect the funding and replacement of passenger motor vehicle levels.
Public Law Authorization

Science:

= Public Law 95-91, “Department of Energy Organization Act”, 1977

= Public Law 102-486, “Energy Policy Act of 1992”

=  Public Law 108-153, “21st Century Nanotechnology Research and Development Act 2003”
= Public Law 108-423, “Department of Energy High-End Computing Revitalization Act of 2004”
=  Public Law 109-58, “Energy Policy Act of 2005”

= Public Law 110-69, “America COMPETES Act of 2007”

= Public Law 111-358, “America COMPETES Reauthorization Act of 2010”

=  Public Law 115-246, “American Super Computing Leadership Act of 2017”

=  Public Law 115-246, “Department of Energy Research and Innovation Act”, 2018

=  Public Law 115-368, “National Quantum Initiative Act”, 2018

= Public Law 117-167, “CHIPS and Science Act”, 2022

= Public Law 117-169, “Inflation Reduction Act of 2022”

Isotope R&D and Production:

= Public Law 101-101, “1990 Energy and Water Development Appropriations Act”, establishing the Isotope Production
and Distribution Program Fund

= Public Law 103-316, “1995 Energy and Water Development Appropriations Act”, amending the Isotope Production and
Distribution Program Fund to provide flexibility in pricing without regard to full-cost recovery

Workforce Development for Teachers and Scientists:
= Public Law 101-510, “DOE Science Education Enhancement Act of 1991”
= Public Law 103-382, “The Albert Einstein Distinguished Educator Fellowship Act of 1994”

Science 5 FY 2024 Congressional Justification






Science
(dollars in thousands)

| FY 2022 Enacted | FY 2023 Enacted | FY 2024 Request |
| $7,475,000 | $8,100,000 | $8,800,400 |

Note:
- FY 2023 Funding does not reflect the mandated transfer of $20 million from the Office of Nuclear Energy to the Office of Science for
Nuclear Facilities Operations and Maintenance Oak Ridge National Laboratory.

Overview

The Office of Science’s (SC) mission is to deliver scientific discoveries and major scientific tools to transform our
understanding of nature and advance the energy, economic, and national security of the United States (U.S.). SCis the
Nation’s largest Federal sponsor of basic research in the physical sciences and the lead Federal agency supporting
fundamental scientific research for our Nation’s energy future.

SC accomplishes its mission and advances national goals by supporting:

= The frontiers of science—exploring nature’s mysteries from the study of fundamental subatomic particles, atoms, and
molecules that are the building blocks of the materials of our universe and everything in it to the DNA, proteins, and
cells that are the building blocks of life. Each of the programs in SC supports research probing the most fundamental
disciplinary questions.

= The 21 Century tools of science—providing the nation’s researchers with 28 state-of-the-art national scientific user
facilities, the most advanced tools of modern science, propelling the U.S. to the forefront of science, technology
development, and deployment through innovation.

= Science for energy and the environment—paving the knowledge foundation to spur discoveries and innovations for
advancing the Department’s mission in energy and environment. SC supports a wide range of funding modalities from
single principal investigators to large team-based activities to engage in fundamental research on energy production,
conversion, storage, transmission, and use, and on our understanding of the earth systems.

SC is an established leader of the U.S. scientific discovery and innovation enterprise. Over the decades, SC investments and
accomplishments in basic research and enabling research capabilities have provided the foundations for new technologies,
businesses, and industries, making significant contributions to our nation’s economy, national security, and quality of life.
Select scientific accomplishments enabled by the SC programs are described in the program budget narratives. Additional
descriptions of recent science discoveries can be found at https://science.osti.gov/Science-Features/Science-Highlights.

Highlights and Major Changes in the FY 2024 Request

The FY 2024 Request for SC is $8,800.4 million, an increase of 8.6 percent above the FY 2023 Enacted level, to implement
the Administration’s objectives to advance bold, transformational leaps in U.S. Science and Technology (S&T), build a
diverse workforce of the future, and ensure America remains the global S&T leader for generations to come. The FY 2024
Request supports a balanced research portfolio of basic scientific research probing some of the most fundamental
guestions in areas such as: high energy, nuclear, and plasma physics; materials and chemistry; biological and environmental
systems; applied mathematics; next generation high-performance computing and simulation capabilities; isotope
production; and basic research to advance new accelerator and energy technologies.

The Request increases investments in Administration priorities including basic research on climate change and clean energy,
including additional funding for the SC Energy Earthshots and accelerating fusion development in support of the Bold
Decadal Vision for Commercial Fusion Energy initiative. The SC Request establishes new Microelectronics Science Research
Centers as authorized under the CHIPS and Science Act. The SC Request also promotes the domestic establishment of
critical isotope supply chains to reduce U.S. dependency on foreign supply and increase U.S. resilience. SC increases efforts
to support underserved communities through the Reaching a New Energy Sciences Workforce (RENEW) and Funding for
Accelerated, Inclusive Research (FAIR) initiatives. The request continues support for the National Quantum Information
Science (QIS) Research Centers for basic research and early-stage development to accelerate the advancement of QIS
through vertical integration between systems, theory, hardware, and software. Additional quantum-related R&D support
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will focus on early-stage research associated with the first steps to establish a dedicated Quantum Network as well as
research in quantum algorithms, applications, testbeds, and technology development of QIS isotopes of interest. The
Request also supports ongoing investments in priority areas including microelectronics, biopreparedness, artificial
intelligence (Al) and machine learning (ML), critical materials, exascale computing, fundamental science to transform
manufacturing, accelerate innovations in emerging technologies (Accelerate), and accelerator science and technology.
These initiatives position SC to address new research opportunities through more collaborative, cross-program efforts.

In FY 2024, SC requests funding for the following:

Science

Fusion energy sciences investments grow to over $1 billion and aligned with the recommendations of the recent
Long-Range Plan developed by the Fusion Energy Sciences Advisory Committee and the Administration’s Bold
Decadal Vision for commercial fusion development, including through partnerships with private fusion efforts,
four new Fusion Energy R&D Centers, and studies and research for a future fusion neutron source facility that is
critical to the development of materials for fusion energy.

New Microelectronics Science Research Centers will focus on a multi-disciplinary co-design innovation ecosystem
in which materials, chemistries, devices, systems, architectures, algorithms, and software are developed in a
closely integrated fashion.

The SC Energy Earthshots initiative will expand to include new topics and further research that crosscuts the
Energy Earthshots. Energy Earthshot Research Centers (EERCs) bring together multi-investigator, multi-disciplinary
teams to address key research challenges at the interface between basic research and applied Research and
Development (R&D) activities. EERCs will entail collaboration within each team awards involving academic,
national laboratory, and industrial researchers and close coordination between SC and DOE energy technology
offices, establishing a new era of cross-office research cooperation.

The SC RENEW initiative expands targeted efforts to increase participation and retention of individuals from
underrepresented groups in SC research activities. As part of this increase, a RENEW graduate fellowship will
increase participation of students in fields aligned with SC programs. The fellowship will focus on students who
received their bachelor’s degree from non-R1 minority serving institutions or emerging research institutions. The
goal is to advance belonging, accessibility, justice, equity, diversity, and inclusion in SC-sponsored research.
Facility operations investments increase to ensure operations of these state-of-the-art user facilities. The 28 SC
scientific user facilities are unique resources stewarded by DOE for the Nation and made available to the scientific
community free of charge, based on merit review to support the best scientific ideas. Researchers access these
cutting-edge tools to push the frontiers of science and technology, with nearly half doing research supported by
other funding agencies, from the National Science Foundation, the National Institutes of Health, and the
Department of Defense and others, as well as from industry. These facilities have delivered extraordinary
breakthroughs, such as accelerating our nation’s response to COVID by supporting rapid development of vaccines
and helping usher new battery technologies to the marketplace. Further, these facilities are often the portal
through which the next generation of researchers begin their engagement with the DOE and its national
laboratories, providing invaluable opportunities for developing the diverse, equitable, and inclusive workforce our
country needs to meet the major economic and national security challenges ahead.

The DOE Isotope Program supports research and development in accelerator science, reactor physics, nuclear and
radiochemistry, and isotope enrichment science aimed at enabling new capabilities for producing critical isotopes.
Emphasis will be given to developing domestic supply chains for isotopes in which the U.S. is dependent on other
countries, particularly Russia. Isotopes are foundational and enable emerging technology. It is essential for the
nation’s scientific and technical strength, as well as economic prosperity, that high priority isotopes needed for
national security, medicine, energy, quantum computing, microelectronics, essential industrial applications, and
discovery research be produced or available domestically.

Artificial Intelligence Technology Office (AITO) will transfer to SC. AITO will continue to be the principal organizer
of cross-cutting Al/ML activities including research, development, demonstration, strategy, and Al activities for the
U.S. Department of Energy (DOE). AITO will continue to identify and work in collaboration with the program
offices and national laboratories to address gaps in research, development, implementation, and deployment of Al
investments.

SC is committed to ensuring that students, trainees, and postdoctoral fellows are paid a fair and equitable wage
sufficient to allow a reasonable standard of living. For graduate students, SC considers a reasonable living wage to
be an annual income of $45,000, excluding benefits. Thus, SC plans a modest increase in research awards to
support graduate student stipends at this level.
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=  Managed by BES, the funding requested in FY 2024 for the DOE Established Program to Stimulate Competitive
Research (EPSCoR) program is distributed among the six major research programs within SC.

The Request supports SC’s basic research portfolio, which includes extramural grants and contracts supporting nearly
32,000 researchers located at over 300 institutions and the 17 DOE national laboratories, spanning all fifty states and the
District of Columbia. In FY 2024, SC’s suite of 28 scientific user facilities will continue to provide unmatched tools and
capabilities for nearly 37,000 users per year from universities, national laboratories, industry, and international partners. In
additional to facility operations, the Request will support the construction of new and upgraded user facilities and the R&D
necessary for future facilities to continue to provide world class research capabilities to U.S. researchers. SC also continues
to update its business processes for awards management and research related activities to advance diversity, equity, and
inclusion in its extramural research programs. SC allocates Working Capital Fund charges for common administrative
services to the research programs and the Program Direction account.

Science 9 FY 2024 Congressional Justification



SC supports the following FY 2024 Research Initiatives:

Office of Science

Accelerate Innovations in Emerging Technologies
Accelerator Science and Technology Initiative
Advanced Computing

Artificial Intelligence and Machine Learning
Biopreparedness Research Virtual Environment (BRaVE)
Climate Resilience Centers

Critical Materials/Minerals

DOE Isotope Initiative

Exascale Computing

Funding for Accelerated, Inclusive Research (FAIR)
Integrated Computational & Data Infrastructure
Fundamental Science to Transform Advanced Manufacturing
Microelectronics

National Virtual Climate Laboratory (NVCL)

Quantum Information Science

Reaching a New Energy Sciences Workforce (RENEW)
SC Energy Earthshots

U.S. Fusion Program Acceleration

Urban Integrated Field Laboratories

Total, Research Initiatives

Note:
The Integrated Computational and Data Initiative is rolled into Advanced Computing Initiative in FY 2023.

Science

(dollars in thousands)

FY 2022 Enacted

FY 2023 Enacted

FY 2024 Request

FY 2024 Request vs
FY 2023 Enacted

- 38,051 40,051 2,000
34,725 28,872 28,872 -
- 35,658 66,658 31,000
129,837 165,873 167,000 1,127
21,756 59,756 63,756 4,000
5,000 5,000 10,000 5,000
25,000 25,000 25,000 -
- - 14,500 14,500
445,000 268,000 14,000 -254,000
- 35,508 49,000 13,492
32,657 - - -
25,353 27,000 27,000 -
47,701 47,701 109,701 62,000
3,000 3,000 3,000 -
293,075 288,749 280,429 -8,320
30,000 60,000 107,000 47,000
- 100,000 175,000 75,000

- - 275,674 275,674
18,079 22,000 23,000 1,000
1,111,183 1,210,168 1,479,641 +269,473
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Highlights of the FY 2024 Request by Program Office include:

= Advanced Scientific Computing Research (ASCR) supports research to discover, develop, and deploy computational and
networking capabilities to analyze, model, simulate, and predict complex phenomena important to the DOE and the
U.S. The ASCR Request of $1,126.0 million, is an increase of $58.0 million, or 5.4 percent, above the FY 2023 Enacted
level. The Request will strengthen U.S. leadership in strategic computing with operations of the Nation’s exascale
computing systems, Frontier at Oak Ridge National Laboratory, and Aurora at Argonne National Laboratory. The
Request includes $14.0 million for SC’s contribution to DOE’s Exascale Computing Initiative (ECI) to close out the
Exascale Computing Project (ECP) following the deployment of the exascale computing software ecosystem and
mission critical applications to address national needs in FY 2023. To ensure progress during and after ECP, the Request
increases support for basic research in applied math and computer science, while transitioning research and
development efforts from ECP. The Request supports new microelectronics research centers, the FAIR initiative to
expand clean energy research and capabilities at MSls, the Accelerate initiative to support fundamental research that
accelerates the transition of science to technologies, and efforts to retain midcareer staff at the national laboratories.
Fundingincreases for the SC Energy Earthshots initiative, including the establishment of additional Energy Earthshot
Research Centers (EERCs) and increase support for core research that addresses the basic cross cutting research
challenges of the EERCs. The Request also supports Scientific Discovery through Advanced Computing (SciDAC)
partnerships with the Department’s applied technology offices, NIH, and other agencies, to improve emergency
response and broaden adoption of Al on leadership systems. Investments in QIS testbeds, centers, and networking are
maintained. Activities implementing the Integrated Research Infrastructure, including continued planning for state-of-
the-art scientific high-performance computing data resource, continue to address the unique challenges of near real-
time computing needed to support the explosion of scientific data from upgrades at SC’s Scientific User Facilities. The
Request provides robust support for ASCR user facilities operations to ensure the availability of high-performance
computing and networking to the scientific community as well as upgrades to maintain U.S. leadership in these areas.
This includes upgrade planning for the National Energy Research Scientific Computing Center and the Leadership
Computing Facilities. To increase participation of underrepresented groups, institutions, and regions in ASCR research,
funding will support the Computational Science Graduate Fellowship, RENEW, and EPSCoR.

=  Basic Energy Sciences (BES) supports fundamental research to understand, predict, and ultimately control matter and
energy at the electronic, atomic, and molecular levels to provide foundations for new energy technologies. The BES
Request of $2,692.9 million is an increase of $158.9 million, or 6.3 percent, above the FY 2023 Enacted. The Request
focuses resources on the highest priorities in early-stage fundamental research, operation and maintenance of a
complementary suite of scientific user facilities, and facility upgrades. New microelectronics research centers are
established. In the SC Energy Earthshots Initiative, the Request increases support for research on innovations for the
scientific challenges that crosscut the technological issues for individual Earthshots and for EERCs, which work toward
realizing the stretch goals of the DOE Energy Earthshots. High priority areas in core research include clean energy,
critical materials, manufacturing, biopreparedness, QIS, data science including Al/ML, accelerator science and
technology, the Accelerate initiative, and efforts to retain midcareer staff at the national laboratories. The Request
continues funding for the: Energy Frontier Research Centers, with a focus on clean energy research; multi-disciplinary
National QIS Research Centers that perform basic research and early-stage development to advance QIS technologies;
computational materials and chemical sciences to deliver forefront software infrastructure to the research
communities; and the Batteries and Energy Storage and the Fuels from Sunlight Energy Innovation Hub programs. The
Request continues support for the EPSCoR program, led by BES but funded across SC’s core programs, to strengthen
participation of underrepresented institutions and regions; for RENEW, targeted training opportunities to increase
participation and retention of underrepresented groups in BES research areas; and for the FAIR initiative to expand BES
topical research including clean energy research at underrepresented institutions. BES maintains a balanced suite of
complementary tools, including supporting operations of five x-ray light sources, two neutron sources, and five
nanoscale science research centers (NSRCs). At 90 percent of the optimal funding levels, the support in the FY 2024
Request will balance high priority activities required for safe and reliable user facility operations while maintaining a
strong user community. The Request provides support for ongoing construction activities: Linac Coherent Light Source-
Il High Energy, Second Target Station, and Cryomodule Repair and Maintenance Facility; provides final funding for
Advanced Light Source (ALS) Upgrade, Proton Power Upgrade and for two Major Item of Equipment projects (MIEs):
the NSLS-II Experimental Tools-Il project for the phased build-out of beamlines at NSLS-1l and the NSRC Recapitalization
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project; initiates the NSLS-Il Experimental Tools-Ill and High Flux Isotope Reactor Pressure Vessel Replacement projects;
and initiates planning for two MIEs for additional beamlines at Advanced Photon Source and ALS.

= Biological and Environmental Research (BER) supports transformative science and scientific user facilities to achieve a
predictive understanding of complex biological, Earth, and environmental systems for clean energy and climate
innovations. This fundamental research, conducted at universities, DOE national laboratories, and other research
institutions across the country, focuses on pushing the envelope on research and innovation, taking advantage of the
best tools and capabilities DOE has to offer. The BER Request of $931.7 million is an increase of $23.0 million, or 2.5
percent, above the FY 2023 Enacted level. The enhanced Bioenergy Research Centers (BRCs) will provide new research
through individual efforts and inter-BRC shared-theme research underpinning production of clean energy and
chemicals from sustainable biomass. Funding continues for the Energy Earthshot Research Centers that will remove
barriers to implementing innovations from basic research into potential solutions in response to technological
challenges and increased university research involving Earthshots that focus on science at the nexus of clean energy
production and climate. Furthermore, enhanced biotechnology innovations will be pursued to assist development of
advanced manufacturing techniques. The scope of Biopreparedness Research Virtual Environment (BRaVE) will extend
to include Low Dose Radiation research. RENEW and FAIR expand with targeted efforts to broaden participation and
belonging, accessibility, justice, equity, diversity, and inclusion across BER activities. EPSCoR broadens support for
universities in underrepresented regions. Efforts focus on retention of midcareer staff at the national laboratories. BER
will enhance its research on climate science by: expansion of both the Urban Integrated Field Laboratories (Urban IFLs)
and the network of climate resilience centers, affiliated with Historically Black Colleges and Universities (HBCUs) and
other Minority Serving Institutions (MSls); and continue investments in Al approaches for improving Earth and
environmental system predictability. The Request supports operations of BER’s three scientific user facilities: the DOE
Joint Genome Institute (JGI), the Environmental Molecular Sciences Laboratory (EMSL), and the Atmospheric Radiation
Measurement Research Facility (ARM). JGI will explore new plant transformation capabilities to accelerate the ability to
understand and design new beneficial functions into plants. ARM will operate at the Alabama observatory. EMSL will
initiate construction of the molecular microbial phenotyping capability. The Microbial Molecular Phenotyping
Capabilities project at PNNL to generate molecular phenotypic data for rapid development in high throughput genome
sequencing and synthesis.

= Fusion Energy Sciences (FES) supports research to expand the fundamental understanding of matter at very high
temperatures and densities and to build the scientific foundation needed to develop a fusion energy source. The FES
Request of $1,010.5 million is an increase of $247.3 million, or 32.4 percent, above the FY 2023 Enacted level. The
Request is aligned with the recommendations of the recent Long-Range Plan (LRP) developed by the Fusion Energy
Sciences Advisory Committee, and the Administration’s Bold Decadal Vision for commercial fusion energy
development. The Request supports partnerships with the private fusion sector through the Fusion Development
Milestone Program and INFUSE. The Request supports research and facility operations at the DIII-D national fusion
facility at 90 percent of the optimal run time; continues to support the recovery of the National Spherical Torus
Experiment-Upgrade (NSTX-U) as well as machine assembly and hardware commissioning. The Request continues to
support collaborations by U.S. scientists at international facilities with unique capabilities, and research activities in
Al/ML and QIS. The Request supports research activities in Materials, Fusion Nuclear Science, Advanced Manufacturing,
and Enabling R&D; initiates four new integrated research centers on enabling technologies, fusion blanket/fuel cycle,
advanced simulations, and structural/plasma facing materials R&D; continues to support research activities in theory
and SciDAC in partnership with ASCR and data-focused activities under Advanced Computing; and continues to support
research activities in both High-Energy-Density Laboratory Plasmas including LaserNetUS, and General Plasma Science
including microelectronics research centers. The Request provides support for the U.S. Contributions to ITER project
focusing on the design, fabrication, and delivery of in-kind hardware components, provides construction cash
contributions to support the ITER Organization assembly and installation of the hardware contributions from all the
ITER Members, and continues to support an ITER Research program to prepare the U.S. to take full advantage of ITER
Operations. The Request provides funding for the Matter in Extreme Conditions Petawatt Laser Facility upgrade project
at LCLS and supports the Material-Plasma Exposure eXperiment MIE project. The Request also continues to support
research on inertial fusion energy addressing the priority research opportunities identified in the recent Basic Research
Needs workshop. FES will increase its support for the RENEW and FAIR initiatives, continue to participate in the
Accelerate initiative and the EPSCoR program, and focus efforts on retention of midcareer staff at the national
laboratories.
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= High Energy Physics (HEP) supports research to understand how the universe works at its most fundamental level. The
HEP Request of $1,226.3 million is an increase of $60.3 million, or 5.2 percent, above the FY 2023 Enacted level, of
which $75 million goes to the Long Baseline Neutrino Facility/Deep Underground Neutrino Experiment (LBNF/DUNE)
project. To support a faster completion for LBNF/DUNE, the Department has approved a new planned funding profile.
To support its approved baseline, funding for the Proton Improvement Plan Il project increases by $5 million. High
priority areas for core research include theoretical and experimental activities in pursuit of discovery science, including
hints of new physics beyond the Standard Model, such as the muon-g-2 experiment at FNAL; fostering a diverse, highly
skilled workforce; graduate student traineeship programs in Accelerator Science and Engineering, HEP Instrumentation,
and Computational HEP; building R&D capacity; conducting world-leading advanced technology R&D, and efforts to
retain midcareer staff at the national laboratories. In partnership with SC programs, HEP promotes cross-cutting
research in AL/ML, QIS, microelectronics, accelerator science and technology, and accelerating innovations in emerging
technologies. Through RENEW, HEP broadens reach and increases pathways for physics and engineering students, and
through FAIR, HEP invests in S&T infrastructure at MSIs. EPSCoR broadens support for universities in underrepresented
regions. HEP supports the Superconducting Quantum Materials and Systems National QIS Research Center led by FNAL.
Four Major Items of Equipment projects continue: Accelerator Controls Operations Research Network (ACORN), Cosmic
Microwave Background Stage 4 (CMB-S4), High-Luminosity Large Hadron Collider (HL-LHC) A Toroidal LHC Apparatus
(ATLAS) and Compact Muon Solenoid (CMS) Detector Upgrade Projects. HEP supports two scientific user facilities, the
Fermilab Accelerator Complex and the Facility for Advanced Accelerator Experimental Tests Il (FACET-II). These facilities
will operate 5,200 and 3,300 hours, respectively, while addressing critical upgrades, improvements, and deferred
maintenance. HEP supports laboratory-based accelerator and detector test facilities and supports the maintenance and
operations of large-scale experiments and facilities that are not based at a national laboratory, such as the U.S. LHC at
CERN in Geneva, Switzerland; Sanford Underground Research Facility in Lead, South Dakota; Vera C. Rubin Observatory
in Chile; and the Dark Energy Spectroscopic Instrument at the Mayall telescope in Arizona.

= Nuclear Physics (NP) supports experimental and theoretical research to discover, explore, and understand all forms of
nuclear matter. The NP Request of $811.4 million is an increase of $6.2 million, or 0.8 percent, above the FY 2023
Enacted level. The Request supports safe, efficient, and cost-effective operations of four NP scientific user facilities at
nearly 90 percent optimal operations. To maintain U.S. leadership throughout this century and to extend well beyond
current scientific capabilities, NP supports R&D and Preliminary Engineering Design for the Electron-lon Collider (EIC)
project. The Request also supports non-accelerator-based research using the nucleus as a laboratory to search for new
physics by observing nature’s fundamental symmetries and precision measurements to determine the properties of the
neutron and whether the neutrino is its own anti-particle. The Request continues to support the construction of world-
leading instrumentation, including a ton-scale detector for neutrinoless double beta decay to determine if the neutrino
is its own antiparticle and the High Rigidity Spectrometer (HRS) to realize the full scientific potential of FRIB. NP is the
primary steward of the nation’s fundamental nuclear physics research portfolio, providing over 95 percent of the
investment in the U.S. nuclear physics basic research. The Request supports this research portfolio through support for
university and laboratory researchers to nurture critical core competencies and enable the highest priority theoretical
and experimental activities to target compelling scientific opportunities at the frontier of nuclear science. The Request
also supports the National Nuclear Data Center which collects, evaluates, curates, and disseminates nuclear physics
data for basic nuclear research and applied nuclear technologies for global use. Efforts on QIS, in collaboration with
other SC programs, for the development of quantum sensors and quantum control techniques continue, as do efforts
on Al/ML which can benefit nuclear physics research and NP accelerator operations. The Request supports continued
participation in the microelectronics initiative, with an emphasis on unique devices capable of survivingin cryogenic
and high radiation environments; the RENEW initiative with targeted efforts ensure a future nuclear physics workforce
that is creative, innovative, and capable of meeting the Nation’s needs via proactive stewardship of talent with diverse
ideas and backgrounds; and efforts to retain midcareer staff at the national laboratories. The Request also continues
support for efforts to broaden participation in NP research: FAIR to further enhance diversity, equity, and inclusion in
nuclear physics; Accelerate to research how imaging advances within nuclear physics can apply to other fields; and
EPSCoR to support universities in underrepresented regions.

=  [sotope R&D and Production (IRP) or DOE Isotope Program (DOE IP) supports national preparedness for critical isotope
production and distribution to mitigate gaps and disruptions in supply chains of isotopes even during times of national

crisis; a priority is to mitigate U.S. dependence on foreign supply of key isotopes. The IRP Request is $173.1 million, an
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increase of $63.6 million, or 58.1 percent, above the FY 2023 Enacted level. In FY 2024, the DOE IP expects increasing
demand for both radio and stable isotopes. The Russian invasion of Ukraine and subsequent impacts to isotope supply
chains have highlighted the need to establish domestic supplies of critical isotopes to remove risks to the Nation’s
economy, national security, industrial base, and technical competitiveness. Mission readiness of isotope facilities is
increased to ~92 percent and supports additional workforce to respond more efficiently as a DOE Mission Essential
Function; funding supports targeted investments in infrastructure and maintenance to ensure safe and reliable
operations. A core competency in stable isotope operations is strengthened to commission and prepare for operations
of new capabilities. Funding supports core research teams at the production sites to improve or develop innovative
approaches to isotope production and chemical separations, as well as related automation, Al/ML, and robotics.
Support increases for the RENEW and FAIR initiatives providing opportunities for research, bolstered with investments
in equipment and infrastructure at minority serving institutions, including attention to underserved and environmental
justice regions. The Biopreparedness Research Virtual Environment (BRaVE) initiative provides increased support to
tackle chemical processing of irradiated reactor targets, which has become a significant obstacle and single point
failure in the program, and to provide increased isotopes for medicine and bio-medical applications. Support for
microelectronics emphasizes research to establish production of isotopes needed for semiconductor manufacturing.
The increase in Isotope research enables the DOE IP to proactively target fragile global isotope supply chains, investing
in innovative approaches to isotope production with a focus on isotopes that are only produced in Russia. The DOE IP
maintains additional efforts in the Advanced Manufacturing, Accelerate, and QIS initiatives. The FRIB Isotope
Harvesting effort approaches completion, adding capabilities to extract and process rare isotopes from the beam dump
of FRIB. The FY 2024 Request provides Total Estimated Cost (TEC) funding to continue the Stable Isotope Production
and Research Center (SIPRC) at ORNL to restore large scale stable isotope production capacity for the Nation and
remove U.S. dependency on sensitive countries. Funding supports engineering design for the ORNL Radioisotope
Processing Facility (RPF) to address a lack of available radiochemical processing infrastructure to mitigate U.S.
dependency on foreign supply chains of radioisotopes and meet U.S. demand for radioisotopes. Funding supports
engineering design and long-lead procurements of the Clinical Alpha Radionuclide Producer (CARP) facility at BNL to
address disruptions in global isotope supply chains and produce in-demand isotopes to combat cancer mortality.

= Accelerator R&D and Production (ARDAP) supports SC programs by working to ensure a robust pipeline of innovative
accelerator technology, train an expert and diverse workforce, and reduce significant supply chain risks by reshoring
critical accelerator technology. The ARDAP Request of $34.3 million, an increase of $6.8 million, or 24.9 percent, above
the FY 2023 Enacted level will support cross-cutting accelerator research, operation and maintenance of a scientific
user facility, and production of accelerator technologies in industry. Funded R&D will focus on transformative R&D for
future generations of scientific facilities, technology transfer to industry to strengthen domestic suppliers, and
encouraging community cooperation and integration by funding R&D consortia and public private partnerships. The
Request supports operation of the Brookhaven National Laboratory Accelerator Test Facility for the maximum number
of user hours and enables progress addressing a significant backlog of deferred maintenance, resulting in improved
facility availability. Workforce development activities will address identified needs in accelerator science and
engineering and foster a more diverse, inclusive workforce through continuing participation in the FAIR and RENEW
initiatives. Accelerator Production will support partnerships with industry to develop the superconducting magnets,
superconducting accelerators, high-intensity particle sources, radiofrequency power sources, and high-intensity laser
technologies needed to build DOE’s world-leading scientific facilities.

Basic and Applied R&D Coordination

Coordination between the Department’s basic research and applied technology programs is a high priority within DOE and
is facilitated through joint planning meetings, technical community workshops, annual contractor/awardee meetings, joint
research solicitations, focused DOE program office working groups in targeted research areas, and collaborative program
management of DOE’s Small Business Innovation Research and Small Business Technology Transfer programs. Collaboration
of research activities and facilities at the DOE national laboratories and partnership-encouraging funding mechanisms
facilitate research integration within the basic and applied research communities. SC’s R&D coordination also occurs at the
interagency level. Specific collaborative activities are highlighted in the “Basic and Applied R&D Coordination” sections of
each individual SC program budget justification narrative.
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High-Risk, High-Reward Research?

SC incorporates high-risk, high-reward, basic research elements in all of its research portfolios; each SC research program
considers a significant proportion of its supported research as high-risk, high-reward. Because advancing the frontiers of
science also depends on the continued availability of state-of-the-art scientific facilities, SC constructs and operates national
scientific facilities and instruments that comprise the world’s most sophisticated suite of research capabilities. SC’s basic
research is integrated within program portfolios, projects, and individual awards; as such, it is not possible to quantitatively
separate the funding contributions of particular experiments or theoretical studies that are high-risk, high-reward from
other mission-driven research in a manner that is credible and auditable. SC incorporates high-risk, high-reward basic
research elements in its research portfolios to drive innovation and challenge current thinking, using a variety of
mechanisms to develop topics: Federal advisory committees, triennial Committees of Visitors, program and topical
workshops, interagency working groups, National Academies’ studies, and special SC program solicitations. Many of these
topics are captured in formal reports, e.g., Chemical Upcycling of Polymers, Basic Energy Sciences report (2019); Basic
Research Needs for Microelectronics, joint BES, ASCR, and HEP workshop (2018)¢; Basic Research Needs for Scientific
Machine Learning; Core Technologies for Artificial Intelligence, ASCR workshop (2018)¢; Building for Discovery: Strategic
Plan for U.S. Particle Physics in the Global Context, by the High Energy Physics Advisory Panel (2014)¢; From Long-distance
Entanglement to Building a Nationwide Quantum Internet: Report of the DOE Quantum Internet Blueprint Workshop, ASCR
workshop report (2020)f; Opportunities for Basic Research for Quantum Computing in Chemical and Materials Sciences,
Basic Energy Sciences report (2017); Opportunities for Basic Research for Next-Generation Quantum Systems, Basic Energy
Sciences report (2017)8; Basic Research Needs for Transformative Manufacturing (2020)"; Basic Research Needs Workshop
on Quantum Materials for Energy Relevant Technology, BES workshop report (2016)'; Grand Challenges for Biological and
Environmental Research: Progress and Future Vision, by the BER Advisory Committee (2017)); Genome Engineering for
Materials Synthesis, BER workshop report (2018)%; Plasma: at the Frontier of Scientific Discovery, FES workshop report
(2017)'; Powering the Future: Fusion and Plasmas, FES Advisory Committee Long Range Plan (2020)™; FES Roundtable on QIS
(2018)"; Advancing Fusion with Machine Learning, joint FES-ASCR workshop report (2019)°; Isotope Research and
Production Opportunities and Priorities, by the Nuclear Science Advisory Committee (NSAC) (2015); and Nuclear Physics
Long Range Plan, by the Nuclear Science Advisory Committee (NSAC, 2015)? and Quantum Computing and Quantum
Information Sciences (QIS), by NSAC (2019)'; Office of Science User Facilities: Lessons from the COVID Era and Visions for the
Future; SC workshop report (2020)".

Scientific Workforce

For more than 60 years SC and its predecessors have fostered a vibrant ecosystem for the training of a highly skilled
scientific and technological workforce. In addition to the undergraduate internships, graduate thesis research, and visiting
faculty opportunities provided through SC’s Office of Workforce Development for Teachers and Scientists, to sustain a
strong workforce pipeline for DOE mission, the SC research program offices support undergraduates, graduate students,
and postdoctoral researchers through sponsored research awards at universities and the DOE national laboratories
nationwide. The research program offices also support targeted undergraduate and graduate-level trainingin areas

2 In compliance with the reporting requirements in the America COMPETES Act of 2007 (P.L. 110-69, section 1008)

b https://science.osti.gov/-/media/bes/pdf/BESat40/Polymer_Upcycling_Brochure.pdf

¢ https://science.osti.gov/-/media/bes/pdf/reports/2019/BRN_Microelectronics_rpt.pdf

4 https://science.energy.gov/ascr/community-resources/program-documents/

¢ http://science.osti.gov/~/media/hep/hepap/pdf/May%202014/FINAL_P5_Report_Interactive_060214. pdf

f https://www.osti.gov/biblio/1638794/

& https://science.osti.gov/~/media/bes/pdf/reports/2018/Quantum_computing.pdf

P https://science.osti.gov/-
/media/bes/pdf/reports/2020/Transformative_Mfg_Brochure.pdf?la=en&hash=95094B9257DCFD506C04787D96EEDD942EB92EEC
i https://science.osti.gov/~/media/bes/pdf/reports/2016/BRNQM_rpt_Final_12-09-2016.pdf

I https://science.osti.gov/~/media/ber/berac/pdf/Reports/BERAC-2017-Grand-Challenges-Report.pdf

¥ https://science.osti.gov/-/media/ber/pdf/community-

resources/2019/GEMS_Report_2019.PDF?la=en&hash=0D7092 AD5416A28207F0F95F94E00921D308A113
"'https://science.osti.gov/~/media/fes/pdf/program-news/Frontiers_of_Plasma_Science_Final_Report.pdf

™ https://science.osti.gov/-
/media/fes/fesac/pdf/2020/202012/FESAC_Report_2020_Powering_the_Future.pdf?la=en&hash=B404B643396D74CE7EDAB3F67317E326A891C09C
" https://science.osti.gov/-/media/fes/pdf/workshop-reports/FES-QIS_report_final-2018-Sept14. pdf

° https://science.osti.gov/-/media/fes/pdf/workshop-reports/FES_ASCR_Machine_Learning_Report.pdf

P https://science.osti.gov/~/media/ber/pdf/community-resources/Technologies_for_Characterizing_Molecular_and_Cellular_Systems.pdf
9 https://science.osti.gov/np/nsac/reports/

" https://science.osti.gov/-/media/bes/pdf/reports/2021/SC_User_Facilities_rpt_print.pdf
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critically important to DOE mission (such as those associated with scientific user facilities) but not readily available in
universities, such as particle accelerator and detector physics, neutron and x-ray scattering, nuclear chemistry,
instrumentation, isotope R&D, and computational sciences at the leadership computing level. To help attract critical talent
for stimulating fresh ideas and forward thinking, SC supports the Early Career Research Program, which funds individual
research programs to identify and award outstanding rising scientists early in their careers in the disciplines supported by
SCs. To retain highly accomplished researchers, SC initiated the Distinguished Scientist Fellows opportunity to recognize
leading DOE laboratory staff and sponsoring their innovative efforts to enrich, sustain, and promote scientificand academic
excellence in SC mission research and community at large through partnership between institutions of higher education and
national laboratories. SC coordinates with other DOE offices and other agencies on best practices for STEM training
programs and evidence-based program evaluation efforts through internal DOE working groups and active participation in
all the inter-agency working groups of the National Science and Technology Council’s Committee on Science, Technology,
Engineering, and Mathematics Education (CoSTEM). SC also participates in the American Association for the Advancement
of Science’s Science & Technology Policy Fellowships program and the Presidential Management Fellows Program to bring
highly qualified scientists and professionals to DOE headquarters for a maximum term of two years. The Request continues
the FAIR and RENEW activities for targeted efforts to expand participation and retention of HBCUs and other MSls,
community colleges, and individuals from underrepresented groups in SC research and workforce development activities.
SC administers and/or bestows several awards to recognize talented scientists and engineers that advance DOE’s missions,
including the Presidential Early Career Award for Scientists and Engineers (PECASE), Ernest Orlando Lawrence Award, Enrico
Fermi Award, and Distinguished Scientist Fellow opportunity. The Request continues support for these honorary awards.

Cybersecurity

DOE is engaged in two categories of cyber-related activities: protecting the DOE enterprise from a range of cyber threats
that can adversely impact mission capabilities, and improving cybersecurity in the electric power subsector and the oil and
natural gas subsector. SC’s cyber program oversees ten National Science Laboratories and three other SC offices and
ensures that scientific missions are accomplished while protecting all information on associated information systems. The
SC Cybersecurity program enables the mission of the Office of Science by ensuring a secure platform for scientific research
and safeguarding the ability to perform that scientific research.

s https://science. osti.gov/early-career/
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Future Year Energy Program (FYEP)

(dollars in millions)

FY 2024

FY 2025 FY 2026 FY 2027 FY 2028
Request

Office of Science 8,800 9,002 9,209 9,420 9,637

Outyear Priorities and Assumptions

In the FY 2012 Consolidated Appropriations Act (P.L. 112-74), Congress directed DOE to include a future-years energy
program (FYEP) in subsequent requests that reflects the proposed appropriations for five years. This FYEP shows outyear
funding for each account for FY 2025-FY 2028. The outyear funding levels use the growth rates based on the Request level
and match the outyear account totals published in the FY 2024 President’s Budget for both the 050 and non-050 accounts.
Actual future budget request levels will be determined as part of the annual budget process.

SC priorities in the outyears include the following:

Increase investments in Administration priorities to advance bold, transformational leaps in U.S. S&T, build a diverse
workforce of the future, and ensure America remains the global S&T leader for generations to come.

Ensure optimal operations of all scientific user facilities.

Continue to invest in infrastructure and utility upgrades at all national laboratories.

Invest in ongoing and new line-item construction projects and major items of equipment to ensure the United States
maintain world leading and state-of-the-art scientific user facilities.
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Science

Funding by Congressional Control

Advanced Scientific Computing Research
ASCR Research
17-SC-20 SC Exascale Computing Project (ECP)
Construction
24-SC-20 High Performance Data Facility
Total, Construction

Total, Advanced Scientific Computing Research

Basic Energy Sciences

BES Research

Construction
24-SC-10 HFIR Pressure Vessel Replacement (PVR), ORNL
24-SC-12 NSLS-Il Experimental Tools - Il (NEXT-I1), BNL
21-SC-10 Cryomodule Repair & Maintenance Facility (CRMF), SLAC
19-SC-14 Second Target Station (STS), ORNL
18-SC-10 Advanced Photon Source Upgrade (APS-U), ANL

18-SC-11 Spallation Neutron Source Proton Power Upgrade (PPU),
ORNL

18-SC-12 Advanced Light Source Upgrade (ALS-U), LBNL

18-SC-13 Linac Coherent Light Source-lI-High Energy (LCLS-II-HE),
SLAC

13-SC-10 Linac Coherent Light Source-Il (LCLS-II), SLAC
Total, Construction
Total, Basic Energy Sciences

Biological and Environmental Research
BER Research

Science

(dollars in thousands)

FY 2022 FY 2023 FY 2024 FY 2024 Request FY 2024 Request
Enacted Enacted Request vs FY 2023 vs FY 2023
q Enacted ($) Enacted (%)
906,000 991,000 1,110,973 +119,973 +12.11%
129,000 77,000 14,000 -63,000 -81.82%
- - 1,000 +1,000 -
- - 1,000 +1,000 -
1,035,000 1,068,000 1,125,973 +57,973 +5.43%
2,003,800 2,240,800 2,432,233 +191,433 +8.54%
- - 4,000 +4,000 -
- - 2,556 +2,556 -
1,000 10,000 9,000 -1,000 -10.00%
32,000 32,000 52,000 +20,000 +62.50%
101,000 9,200 - -9,200 -100.00%
17,000 17,000 15,769 -1,231 -7.24%
75,100 135,000 57,300 -77,700 -57.56%
50,000 90,000 120,000 +30,000 +33.33%
28,100 - - - -
304,200 293,200 260,625 -32,575 -11.11%
2,308,000 2,534,000 2,692,858 +158,858 +6.27%
815,000 908,685 921,700 +13,015 +1.43%
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(dollars in thousands)

FY 2022 FY 2023 FY 2024 FY 2024 Request FY 2024 Request
Enacted Enacted Request vs FY 2023 vs FY 2023
Enacted ($) Enacted (%)
Construction
24-SC-31 Microbial Molecular Phenotyping Capability (M2PC), PNNL - - 10,000 +10,000 -
Total, Construction - - 10,000 +10,000 -
Total, Biological and Environmental Research 815,000 908,685 931,700 +23,015 +2.53%
Fusion Energy Sciences
FES Research 460,000 510,222 760,496 +250,274 +49.05%
Construction
20-SC-61 Matter in Extreme Conditions (MEC) Petawatt Upgrade, SLAC 11,000 11,000 10,000 -1,000 -9.09%
14-SC-60 U.S. Contributions to ITER 242,000 242,000 240,000 -2,000 -0.83%
Total, Construction 253,000 253,000 250,000 -3,000 -1.19%
Total, Fusion Energy Sciences 713,000 763,222 1,010,496 +247,274 +32.40%
High Energy Physics
HEP Research 810,000 868,000 850,334 -17,666 -2.04%
Construction
18-SC-42 Proton Improvement Plan I (PIP-I1), FNAL 90,000 120,000 125,000 +5,000 +4.17%
éi;(f’i-:lnoelr_](:ng Baseline Neutrino Facility/Deep Underground Neutrino 176,000 176,000 251,000 +75,000 +42.61%
11-SC-41 Muon to Electron Conversion Experiment, FNAL 2,000 2,000 - -2,000 -100.00%
Total, Construction 268,000 298,000 376,000 +78,000 +26.17%
Total, High Energy Physics 1,078,000 1,166,000 1,226,334 +60,334 +5.17%
Nuclear Physics
NP Operation and Maintenance 708,000 755,196 716,418 -38,778 -5.13%
Construction
20-SC-52 Electron lon Collider (EIC), BNL 20,000 50,000 95,000 +45,000 +90.00%
Total, Construction 20,000 50,000 95,000 +45,000 +90.00%
Total, Nuclear Physics 728,000 805,196 811,418 +6,222 +0.77%
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Isotope R&D and Production
IRP Research
Construction
20-SC-51 U.S. Stable Isotope Production and Research Center (SIPRC),
ORNL

24-SC-92 Clinical Alpha Radionuclide Producer (CARP), BNL
24-SC-91 Radioisotope Processing Facility, ORNL
Total, Construction

Total, Isotope R&D and Production

Accelerator R&D and Production
ARDAP Research

Total, Accelerator R&D and Production

Workforce Development for Teachers and Scientists
WDTS
Total, Workforce Development for Teachers and Scientists

Science Laboratories Infrastructure

PILT

Oak Ridge Landlord

SLI F&I

SLI Laboratory Operations Apprenticeship

OR Nuclear Operations

Construction
22-SC-71 Critical Infrastructure Modernization Project (CIMP) - ORNL
22-SC-72 Thomas Jefferson Infrastructure Improvements (TJIl) - TINAF
21-SC-71 Princeton Plasma Innovation Center (PPIC), PPPL
21-SC-72 Critical Infrastructure Recovery & Renewal (CIRR), PPPL

Science

(dollars in thousands)

FY 2024 Request

FY 2024 Request

hacted | nacted | Request | VSHYHB | vsFraom

9 Enacted ($) Enacted (%)
70,000 85,451 142,651 +57,200 +66.94%
12,000 24,000 20,900 -3,100 -12.92%
- - 1,000 +1,000 -
- - 8,500 +8,500 -
12,000 24,000 30,400 +6,400 +26.67%
82,000 109,451 173,051 +63,600 +58.11%
18,000 27,436 34,270 +6,834 +24.91%
18,000 27,436 34,270 +6,834 +24.91%
35,000 42,000 46,100 +4,100 +9.76%
35,000 42,000 46,100 +4,100 +9.76%
4,820 4,891 5,004 +113 +2.31%
6,430 6,559 6,910 +351 +5.35%
14,450 13,900 32,104 +18,204 +130.96%
- - 3,000 +3,000 -
26,000 26,000 46,000 +20,000 +76.92%
1,000 1,000 - -1,000 -100.00%
1,000 1,000 - -1,000 -100.00%
7,750 10,000 15,000 +5,000 +50.00%
2,000 4,000 10,000 +6,000 +150.00%
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(dollars in thousands)

FY 2022 FY 2023 FY 2024 FY 2024 Request FY 2024 Request
Enacted Enacted Request vs FY 2023 vs FY 2023
Enacted ($) Enacted (%)
21-SC-73 Ames Infrastructure Modernization (AIM) 2,000 2,000 8,000 +6,000 +300.00%
20-SC-71 Critical Utilities Rehabilitation Project (CURP), BNL 26,000 26,000 - -26,000 -100.00%
20-SC-72 Seismic and Safety Modernization (SSM), LBNL 18,000 27,500 40,000 +12,500 +45.45%
20-SC-73 CEBAF Renovation and Expansion (CEBAF), TINAF 10,000 15,000 11,000 -4,000 -26.67%
20-SC-75 Large Scale Collaboration Center (LSCC), SLAC 21,000 21,000 - -21,000 -100.00%
20-SC-76 Tritium System Demolition and Disposal (TSDD), PPPL 6,400 - - - -
20-SC-77 Argonne Utilities Upgrade (AU2), ANL 10,000 8,000 8,007 +7 +0.09%
20-SC-78 Linear Assets Modernization Project (LAMP), LBNL 10,400 23,425 18,900 -4,525 -19.32%
20-SC-79 Critical Utilities Infrastructure Revitalization (CUIR), SLAC 8,500 25,425 35,075 49,650 +37.95%
20-SC-80 Utilities Infrastructure Project (UIP), FNAL 10,500 20,000 45,000 +25,000 +125.00%
19-SC-71 Science User Support Center (SUSC), BNL 38,000 - - - -
19-SC-73 Translational Research Capability (TRC), ORNL 21,500 - - - -
19-SC-74 - BioEPIC, LBNL 35,000 45,000 38,000 -7,000 -15.56%
17-SC-71 Integrated Engineering Research Center (IERC), FNAL 10,250 - - - -
Total, Construction 239,300 229,350 228,982 -368 -0.16%
Total, Science Laboratories Infrastructure 291,000 280,700 322,000 +41,300 +14.71%
Safeguards and Security
S&S 170,000 184,099 200,000 +15,901 +8.64%
Total, Safeguards and Security 170,000 184,099 200,000 +15,901 +8.64%
Program Direction
PD 202,000 211,211 226,200 +14,989 +7.10%
Total, Program Direction 202,000 211,211 226,200 +14,989 +7.10%
Total, Office of Science 7,475,000 8,100,000 8,800,400 +700,400 +8.65%
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Note:

- FY 2023 Funding does not reflect the mandated transfer of 520 million from the Office of Nuclear Energy to the Office of Science for Nuclear Facilities Operations and
Maintenance Oak Ridge National Laboratory.

SBIR/STTR funding:

= FY 2022 Enacted: SBIR $172,355,000 and STTR $24,258,000 (SC only)
= FY 2023 Enacted: SBIR $100,850,000 and STTR $14,182,000 (SC only)
= FY 2024 Request: SBIR $110,742,000 and STTR $15,580,000 (SC only)
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Science
Inflation Reduction Act (IRA) Investments

The Office of Science was appropriated funds through the Inflation Reduction Act of 2022 (IRA).

(dollars in thousands)

FY 2022 Managing

Appropriated Funding Organization IRA Supp. | Organization

Advanced Scientific Computing Research

ASCR Research 163,791 ASCR

Total, Advanced Scientific Computing Research 163,791

Basic Energy Sciences

BES Research 45,200 BES

21-SC-10 Cryomodule Repair & Maintenance Facility (CRMF), SLAC 20,000 BES

19-SC-14 Second Target Station (STS), ORNL 42,700 BES

18-SC-12 Advanced Light Source Upgrade (ALS-U), LBNL 96,600 BES

18-SC-13 Linac Coherent Light Source-II-High Energy (LCLS-II-HE), SLAC 90,000 BES
Total, Basic Energy Sciences 294,500

Fusion Energy Sciences

FES Research 14,000 FES

20-SC-61 Matter in Extreme Conditions (MEC) Petawatt Upgrade, SLAC 10,000 FES

14-SC-60 U.S. Contributions to ITER 256,000 FES
Total, Fusion Energy Sciences 280,000

High Energy Physics

HEP Research 132,633 HEP

18-SC-42 Proton Improvement Plan 1l (PIP-11), FNAL 10,000 HEP

11-SC-40 Long Baseline Neutrino Facility/Deep Underground Neutrino Experiment 125,000 HEP

11-SC-41 Muon to Electron Conversion Experiment, FNAL 36,023 HEP
Total, High Energy Physics 303,656

Nuclear Physics

NP Operation and Maintenance 88,760 NP
20-SC-52 Electron lon Collider (EIC), BNL 128,240 NP
Total, Nuclear Physics 217,000

Isotope R&D and Production

IRP Research 82,813 IRP
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(dollars in thousands)

Appropriated Funding Organization I;Z igii Ox::?zgaitnign
20-SC-51 U.S. Stable Isotope Production and Research Center (SIPRC), ORNL 75,000 IRP
Total, Isotope R&D and Production 157,813
Science Laboratories Infrastructure
SLI F&I 65,890 SLI
21-SC-71 Princeton Plasma Innovation Center (PPIC), PPPL 10,000 SLI
21-SC-73 Ames Infrastructure Modernization (AIM) 17,850 SLI
20-SC-72 Seismic and Safety Modernization (SSM), LBNL 22,500 SLI
20-SC-73 CEBAF Renovation and Expansion (CEBAF), TINAF 10,000 SLI
19-SC-74 - BioEPIC, LBNL 7,000 SLI
Total, Science Laboratories Infrastructure 133,240
Total, Office of Science IRA Supp. Coordination 1,550,000

= Advanced Scientific Computing Research (ASCR) Research: The goal of these investments is to reduce the lease-
financed amounts on ASCR high performance computing systems during this period of historically high inflation. By
funding larger down-payments on these systems, ASCR will save funds that otherwise would have been spent on higher
interest payments. The Argonne Leadership Computing Facility received $54,100,000 to reduce future lease payments
on the Aurora system by increasing the down payment on the system. The National Energy Research Scientific
Computing Center (NERSC) received $52,678,000 to purchase the Perlmutter Phase 2 system outright (avoiding a high
interest rate lease) and pay down the lease balance on the Perlmutter Phase | system. The Oak Ridge Leadership
Computing Facility received $57,013,000 to contribute to purchase of the Frontier system outright (avoiding a high
interest rate lease).

= Basic Energy Sciences (BES) Research: The goal of this investment is to provide funding for two major items of
equipment projects. 1) NEXT-Il funding enables the project to bundle many procurements scattered over 3 years into
few expedited packages realizing significant savings and risks reduction. FY 2024 planned activities will continue R&D,
prototyping, other supporting activities, and construction/equipment procurements. FY 2024 reflects the final year of
funding for the project. 2) NSRC Recapitalization funding will reduce concerns of increasing labor, materials, and supply
costs, sustain forward momentum, and reduce project risks by accelerating instrument contract awards. FY 2024
planned activities will continue design, other supporting activities, and equipment procurements. FY 2024 reflects the
final year of funding for the project. The goal of this investment also provides Other Project Cost funding for two
construction projects: 1) Cryomodule Repair & Maintenance Facility and 2) Linac Coherent Light Source-II-High Energy.

=  Cryomodule Repair & Maintenance Facility (CRMF): The goal of this IRA investment is to enable the project to
accelerate the procurement of the architectural and engineering design services and will expedite the design. FY 2024
planned activities will support completion of the detailed design of the facility, and technical specifications for the
procurement of cryogenic systems equipment.
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Second Target Station (STS): The goal of this IRA investment is to help address inflation-driven concerns of increasing
labor, materials, and supply costs, and sustain forward momentum and reduce project risks. FY 2024 planned activities
will support continued planning, R&D, design, engineering, prototyping, and testing to advance the highest priority
activities. Emphasis will be on advancing the instrument prototypes, target preliminary designs and material
characterization, proton beam delivery magnets, neutron beam optics and choppers, neutron moderator, and
accelerator designs and controls. A potential long lead procurement for civil construction site preparation to bring in
new roads and perform site grading depends on progress of the conventional facility design and DOE review and
approval of the plans and use of available funding.

Advanced Light Source Upgrade (ALS-U): The goal of this IRA investment is to enable the project to significantly
expedite procurements taking advantage of lower pricing and mitigate inflation uncertainties as well as schedule and
technical risks, accelerating the funding profile resulting in reduced funding in the outyears. FY 2024 planned activities
will continue to advance the remaining procurements for the Accumulator Ring and the Storage Ring, advance
installation of the Accumulator Ring in the tunnel, start pre-staging and assembly of the Storage Ring rafts and
components, as the vacuum systems, magnets and diagnostics instruments are received, in preparation for the year-
long dark time during which the new Storage Ring will be installed in FY 2026. FY 2024 is the final year of funding for
the project.

Linac Coherent Light Source-11-High Energy (LCLS-1I-HE): The goal of this IRA investment is to enable the project to
expedite the design and long-lead procurements, by more than a year, significantly reducing the inflation uncertainties
as well as schedule and technical risks. FY 2024 planned activities will support the production of cryomodules, continue
with CD-3B procurements and begin the procurement of remaining scope including vendor supported completion of
design efforts associated with the cryogenic distribution system, controls systems, and the low emittance injector
beamline, and continue the R&D of the superconducting radiofrequency electron gun and initiating
construction/installation contracts.

Fusion Energy Sciences (FES) Research: IRA funding provides $14,000,000 to the Material Plasma Exposure eXperiment
(MPEX) project which is being utilized to complete the MPEX Facility Enhancements scope, which will be completed in
January 2024. At the time of the IRA funding, the MPEX Facility Enhancements represented the critical path for the
project. This funding has allowed the project to proceed more quickly, reducing risk and completing critical project
scope as early as possible.

Matter in Extreme Conditions Petawatt Upgrade (MEC-U): IRA funding will be utilized to advance the preliminary
design package in support of pursuing Critical Decision (CD)-2 (Approve Performance Baseline) currently planned for
FY 2025. This funding will also allow the project team to develop a more thorough plan to proceed through CD-3
(Approve Start of Construction) and project execution.

U.S. Contributions to ITER: IRA funding provides $66,000,000 for Cash Contributions to fulfill U.S. agreements to the
ITER Organization from previous underfunding. The remaining $190,000,000 will continue to be used to significantly
enhance the design and fabrication performance of project scope in FY 2023-2024 to include the funding activities
associated with the Central Solenoid Module fabrication and shipment process and the design, fabrication, and delivery
of Tokomak Cooling Water System components.

High Energy Physics (HEP) Research: The goal of this investment is to advance five major items of equipment (MIEs):
1) High Luminosity Large Hadron Collider (HL-LHC) Accelerator; 2) HL-LHC A Toroidal LHC Apparatus (ATLAS) Detector;
3) HL-LHC Compact Muon Solenoid (CMS) Detector; 4) Accelerator Controls Operations Research Network (ACORN);
and 5) Cosmic Microwave Background Stage 4 (CMB-S4). FY 2024 planned activities will support fabrication of the HL-
LHC projects' components, since all projects are past CD-3. Funding for CMB-S4 and ACORN will support the
development of their respective conceptual designs.
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=  Proton Improvement Plan II: The goal of this investment is to support and accelerate the procurement of long lead
items that are part of the Accelerator Complex Infrastructure contract. All IRA funds should be expended before
FY 2024.

=  Long Baseline Neutrino Facility/Deep Underground Neutrino Experiment: The goal of this investment is to support
and accelerate the Far Site Conventional Facilities - Buildings and Site Infrastructure subproject. FY 2024 planned
activities will support construction of surface building and outfitting of the underground caverns with utilities.

=  Muon to Electron Conversion Experiment: The goal of this investment is for the majority of the remaining work for
approximately two years supporting: project management; accelerator; solenoids; muon beamlines; tracker;
calorimeter; cosmic ray veto; and trigger and data acquisition system. FY 2024 planned activities will support all
remaining activities across the project with installation being the major activity.

=  Nuclear Physics (NP) Operation and Maintenance: The goal of this investment is to advance four MIE projects. The
MOLLER experiment at the Thomas Jefferson National Accelerator facility will measure the parity-violating asymmetry
in polarized electron-electron (Mgller) scattering. An anomalous amount of parity violation would signal new physics
beyond our current understanding. IRA funding allows for long lead procurements to start in FY 2023 once CD-3a is
achieved and sets the project for establishing its performance baseline in Q1 FY2024. Gamma-Ray Energy Tracking
Array (GRETA) directly supports the NP mission by addressing the goal to understand the structure of nuclear matter,
the processes of nuclear astrophysics, and the nature of the cosmos. A successful implementation of this detector will
represent a major advance in gamma-ray tracking detector technology that will impact nuclear science, as well as
detection techniques in homeland security and medicine. IRA funding allows for acceleration of module procurements.
The High Rigidity Spectrometer (HRS) at FRIB will increase the scientific potential of state-of-the-art and community-
priority devices, such as GRETA, and other ancillary detectors. The HRS will allow experiments with beams of rare
isotopes at the maximum production rates for fragmentation or in-flight fission. This enhancement in experimental
sensitivity provides access to critical isotopes not available otherwise. IRA funding supports conceptual design and,
eventually, long lead procurement activities and establishing the project performance baseline. The Ton-Scale
Neutrinoless Double Beta Decay (NLDBD) Program, implemented by deploying experiments instrumenting a large
volume of a specially selected isotope to detect neutrino-less nuclear beta decays (where within a single nucleus, two
neutrons decay into two protons and two electrons with no neutrinos emitted), directly supports NP’s mission to
explore all forms of nuclear matter. IRA funding supports the three competing technology collaborations (LEGEND,
nEXO, and CUPID) to reach CD-1.

= Electron lon Collider: The Electron-lon Collider (EIC) construction project will provide unprecedented ability to x-ray
the proton and discover how the mass of everyday objects is dynamically generated by the interaction of quark and
gluon fields inside protons and neutrons. The EIC will maintain U.S. leadership in nuclear physics and in accelerator
science and technology of colliders. IRA funding supports long lead procurements and preliminary engineering design
(5128,240,000) as well as OPC research and development ($10,000,000).

= Isotope R&D and Production (IRP) Research: The goals of this investment include: advancement of critical
infrastructure and development of production capabilities of isotopes currently not available in the U.S.; enhancement
of current capabilities for optimization of isotope production and forming reserves of critical isotopes; and equipment
to detritiate a legacy stockpile of contaminated heavy water for semiconductor and microelectronics manufacturing
and reduce dependence on foreign supply. OPC funding for Radioisotope Production Facility (RPF) is provided at
planned project profile level, optimizing schedule in the near term, and avoiding reductions in force.

= Stable Isotope Production and Research Center (SIPRC): Funding for SIPRC restores optimal planned funding in the
near term, accelerating the completion date by about one year.
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=  Science Laboratories Infrastructure (SLI) Facilities & Infrastructure: The IRA funding provided for eleven general plant
projects (GPPs) at eight laboratories. Ames National Laboratory replaced the helium recovery system and the failed
HVAC system in Harley Wilhelm Hall. At Argonne National Laboratory, a waste heat recovery system from the
Advanced Photon Source was installed. At Brookhaven National Laboratory, the electrical distribution system in the
Physics Building (B510) was upgraded and aged portions of HVAC systems in mission critical buildings were replaced. At
the Fermi National Accelerator Laboratory, improvements were made to the cooling system for the laboratory's
communication system in Wilson Hall. The Pacific Northwest National Laboratory installed a high efficiency electric
boiler system, new high efficiency air handlers, and new system ducting in the Life Sciences Laboratory. Princeton
Plasma Physics Laboratory’s fire alarm system was replaced and several other life safety improvements were made. At
the Stanford Linear Accelerator Laboratory, aging cooling towers were replaced. Thomas Jefferson Accelerator Facility
expanded the laydown yard.

=  Princeton Plasma Innovation Center (PPIC): PPIC will provide a multi-purpose facility with modern, flexible, efficient,
and agile research laboratories and office space to conduct research activities in support of multiple SC programs. IRA
funding will be used for finalizing the design of new research building, long lead procurements, and site work.

=  Ames Infrastructure Modernization (AIM): AIM will renovate building systems that are past their life expectancy and
at greatest risk of failure in support of the SC mission. IRA funding will support detailed design and construction
activities including elements of plumbing, building envelopes, and electrical.

=  Seismic and Safety Modernization (SSM): SSM is planned to deliver approximately a 47,000 square foot new building
at LBNL to address the mission need for seismically safe space for cafeteria, health services, and assembly in the event
of a seismic or emergency situation. IRA funding will be used to perform abatement and demolition of existing facility
(B54), installation of soil retaining walls to stabilize the site after demolition, foundations, and initial portion of vertical
construction.

=  Continuous Electron Beam Accelerator Facility [CEBAF] Renovation and Expansion (CRE): CRE will construct new
space and modernize existing DOE owned space for both the CEBAF Center and the newly acquired Applied Research
Center to advance the Thomas Jefferson National Accelerator Facility’s (TINAF) scientific research mission by providing
the infrastructure foundation composed of technically equipped and functional workspaces that are flexible and
sustainable. IRA funding will be used to support the completion of this critical construction project at TINAF by
renovating about 20 percent of the Applied Research Center.

= Biological and Environmental Program Integration Center (BioEPIC): BioEPIC is a 72,000 square foot laboratory and
office building with planned anchor tenants from the Biosciences Area and Earth and Environmental Science Area.
Integration of the planned science programs in this unique laboratory facility will leverage existing strengths and
emerging technologies to allow significant progress in the understanding of how microbial communities respond to and
shape environmental systems, a critical DOE mission. IRA funding will be used to accelerate the enclosure of the
building to a state of being weathertight.
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Advanced Scientific Computing Research

Overview

The mission of the Advanced Scientific Computing Research (ASCR) program is to advance applied mathematics and
computer science; deliver the most sophisticated computational scientific applications in partnership with disciplinary
science; advance computing and networking capabilities; and develop future generations of computing hardware and
software tools for science and engineering in partnership with the research community, including U.S. industry. ASCR
supports state-of-the-art capabilities that enable scientific discovery through computation. ASCR’s partnerships within the
Office of Science (SC) and with the applied technology offices, other agencies, and industry are essential to these efforts.
The Computer Science and Applied Mathematics activities in ASCR provide the foundation for increasing the capability of
the national High Performance Computing (HPC) ecosystem by focusing on long-term research to develop innovative
software, algorithms, methods, tools and workflows that anticipate future hardware challenges and opportunities as well as
science applications and Department of Energy (DOE) mission needs. At the same time, ASCR partners with disciplinary
sciences to deliver some of the most advanced scientific computing applications in areas of strategic importance to SC, DOE
and the Nation. ASCR also deploys and operates world-class, open access HPC facilities and a high-performance network
infrastructure for scientific research.

For over half a century, the U.S. has maintained world-leading computing capabilities through sustained investments in
research, development, and regular deployment of new advanced computing systems and networks along with the applied
mathematics and software technologies to effectively use them. The benefits of U.S. computational leadership have been
enormous gains in increasing workforce productivity, accelerated progress in both science and engineering, advanced
manufacturing techniques and rapid prototyping, and stockpile stewardship without testing. Computational science allows
researchers to explore, understand, and harness natural and engineered systems, which are too large, too complex, too
dangerous, too small, or too fleeting to explore experimentally. Leadership in HPC has also played a crucial role in
sustaining America’s competitiveness. There is recognition that the nation that leads in Artificial Intelligence (Al) and in the
integration of the computing and data ecosystem will lead the world in developing innovative clean energy technologies,
medicines, industries, supply chains, and military capabilities. The U.S. will need to leverage investments in science for
innovative new technologies, materials, and methods to strengthen our clean energy economy and ensure all Americans
share the benefits from those investments. The next generation of breakthroughs in computational science will come from
employing data-driven methods at extreme scales tightly coupled to the enormous increases in the volume and complexity
of data generated by U.S. researchers and SC user facilities. The convergence of Al technologies with these existing
investments creates a powerful accelerator for innovation and technology development and deployment.

Quantum Information Science (QIS)—the ability to exploit intricate quantum mechanical phenomena to create
fundamentally new ways of obtaining and processing information—is opening new vistas of science discovery and
technology innovation that build on decades of investment across SC. DOE envisions a future in which the cross-cutting field
of QIS increasingly drives scientific frontiers and innovations toward realizing the full potential of quantum-based
applications, from computing to sensing, connected through a quantum internet. However, there is a need for bold
approaches that better couple all elements of the technology innovation chain and combine talents across SC, universities,
national labs, and the private sector in concerted efforts to enable the U.S. to lead the world into the quantum future.

Moore’s Law—the historical pace of microchip innovation whereby feature sizes reduce by a factor of two approximately
every two years—is nearing an end due to limits imposed by fundamental physics and economics. As a result, numerous
emerging technologies are competing to help sustain productivity gains, each with its own risks and opportunities. The
challenge for ASCR is in understanding their implications for scientific computing and being ready for the potential
disruptions from rapidly evolving technologies without stifling innovation or hampering scientific progress. ASCR’s strategy
is to focus on technologies that build on expertise and core investments across SC, continuing engagements with industry,
the applied technology offices, other agencies, and the scientific community from the Exascale Computing Project (ECP);
investing in small-scale testbeds; and increasing core research investments in Applied Mathematics and Computer Science.

ASCR’s proposed activities will advance Al, QIS, advanced communication networks, and strategic computing at the
exascale and beyond to accelerate progress in delivering a clean energy future, understanding and addressing climate

change, broadening the impact of our investments in science, and increasing the competitive advantage of U.S. industry.
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Highlights of the FY 2024 Request

The FY 2024 Request of $1,126.0 million for ASCR is well-aligned with the Administration and the Department priorities to
catalyze research and innovation in critical and emerging technologies (Al, QIS, HPC, advanced communications
technologies, and microelectronics), Energy Earthshots, and pandemic readiness and prevention.

Research

=  The Request prioritizes foundational research in Applied Mathematics and Computer Science to ensure critical
technologies from the ECP are maintained and improved so the full potential of the exascale systems can be realized.
Investments will emphasize foundational research to address the combined challenges of increasingly heterogeneous
and reconfigurable architectures and the changing ways in which HPC systems are used, advancing high efficiency
computing, incorporating Al into simulations and data intensive applications while minimizing bias, and increasing
connectivity and integration across distributed resources. The Request supports new Microelectronics Science
Research Centers as authorized under the Micro Act, focusing on a multi-disciplinary co-design innovation ecosystem in
which materials, chemistries, devices, systems, architectures, algorithms, and software are developed in a closely
integrated fashion. Support increases for the new Energy Earthshot Research Centers (EERCs). The Computational
Partnerships activity will continue to partner with other programs to infuse the latest developments in applied math
and computer science into strategic applications, including areas such as accelerating the development of emerging
technologies, tackling climate change, pandemic preparedness, cancer research, and efforts with DOE’s applied
technology programs. The Request continues support for research in states and territories with historically lower levels
of Federal academic research funding through the Established Program to Stimulate Competitive Research (EPSCoR)
program. ASCR funding opportunities will prioritize sustaining ECP teams, software, technologies, and applications as
ECP concludes.

=  The Request provides robust support for Advanced Computing Research’s quantum investments and partnerships in
the National Quantum Information Sciences Research Centers (NQISRCs), quantum internet, and testbeds. ASCR’s
regional quantum testbeds and user programs, which provide U.S. researchers with access to unique and commercial
quantum computing and networking resources, and basic research in quantum information will continue to provide
national leadership in quantum in coordination with relevant agencies. Support for the Computational Sciences
Graduate Fellowship (CSGF) is increased. The Reaching a New Energy Sciences Workforce (RENEW) initiative expands
targeted efforts, including a RENEW graduate fellowship, to broaden participation and advance justice, equity,
diversity, and inclusion in SC-sponsored research.

Facility Operations

= FY 2024 request supports operations and competitive allocation of the Nation’s exascale computing systems at the Oak
Ridge Leadership Computing Facility (OLCF), a system called Frontier deployed in calendar year 2021, and Argonne
Leadership Computing Facility (ALCF), a system called Aurora that was deployed in calendar year 2022. Funding also
supports operations at the National Energy Research Scientific Computing Center (NERSC) and the Energy Sciences
Network (ESnet). The Request supports advanced computing and Al testbeds at the facilities with competitive, merit
reviewed, open access for researchers. ASCR facilities will deploy ECP software and technologies and will prioritize
sustaining ECP software and technology critical to HPC operations and users as ECP concludes. In addition, the request
supports continued planning for upgrades for the Leadership Computing Facilities and the NERSC-10 upgrade, including
site preparations, long lead procurements, and vendor R&D partnerships, to address rising demand for computing and
U.S. competitiveness in advanced computing and computational science and a new High Performance Data Facility to
provide crucial resources to SC programs to attack fundamental problems in science and engineering.

= ASCR will continue planning for SC’s Integrated Research Infrastructure for state-of-the-art real-time
experimental/observational workflows and to drive unique technological innovation in system architectures and
services beyond what is available in the commercial cloud and will inform planning for future upgrades at the
Leadership Computing Facilities (LCFs).
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Projects

= The ASCR FY 2024 Request includes $14.0 million for SC’s contribution to ECP project including Critical Decision (CD)-4
activities and lessons learned, focused on delivering the Key Performance Parameters (KPPs), open source publishing of
ECP software and technologies, and working with vendors and other partners to transfer ECP technologies.

The FY 2024 Request initiates the HPDF to support the next step in design and planning, advancing from pre-conceptual

design to conceptual design, site selection, and alternative selection, and potentially, commencement of site
preparation.
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Advanced Scientific Computing Research
Funding

(dollars in thousands)

FY 2024 Request vs

FY 2022 Enacted FY 2023 Enacted FY 2024 Request FY 2023 Enacted

Advanced Scientific Computing Research

Applied Mathematics Research 50,858 61,035 76,188 +15,153
Computer Sciences Research 49,963 60,667 86,017 +25,350
Computational Partnerships 79,456 95,875 87,600 -8,275
Advanced Computing Research 105,723 108,920 149,848 +40,928
Energy Earthshot Research Centers - 12,500 12,500 -
';:itear:,cxaézse:a\?ct;‘cal, Computational, and Computer 286,000 338,997 412,153 +73,156
High Performance Production Computing 120,000 132,003 142,000 +9,997
Leadership Computing Facilities 410,000 430,000 466,607 +36,607
High Performance Network Facilities and Testbeds 90,000 90,000 90,213 +213
:::;:;i:;gh Performance Computing and Network 620,000 652,003 698,820 +46,817
17-SC-20, SC Exascale Computing Project 129,000 77,000 14,000 -63,000
Subtotal, Advanced Scientific Computing Research 1,035,000 1,068,000 1,124,973 +56,973
Construction
24-SC-20 High Performance Data Facility - - 1,000 +1,000
Subtotal, Construction - - 1,000 +1,000
Total, Advanced Scientific Computing Research 1,035,000 1,068,000 1,125,973 +57,973

SBIR/STTR funding:

= FY 2022 Enacted: SBIR $28,194,000 and STTR $3,965,000
= FY 2023 Enacted: SBIR $10,112,000 and STTR $1,422,000
= FY 2024 Request: SBIR $12,093,000 and STTR $1,701,000
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Advanced Scientific Computing Research
Explanation of Major Changes

(dollars in thousands)

FY 2024 Request vs
FY 2023 Enacted

Mathematical, Computational, and Computer Sciences Research +$73,156
The Computer Science and Applied Mathematics activities will: continue foundational and long-term basic research efforts that explore and
prepare for emerging technologies; transition critical technologies from the ECP into core research efforts; develop new scalable energy
efficient algorithms and software; and address the challenges of data intensive science and emerging computing technologies such as quantum
information science, as well as the development of critical tools, including Al, to enable an integrated computational and data infrastructure.
Efforts to address specific basic research challenges for the EERCs are increased. Computational Partnerships continues to support
partnerships across SC and interagency partnerships such as cancer and biopreparedness. The EERCs will expand basic research to address new
challenges. The Advanced Computing Research activity will support the microelectronics research centers, NQISRCs, quantum testbeds, and
regional quantum networking testbeds, in close coordination with the other SC programs. Support for CSGF will increase. RENEW expands its
targeted efforts to increase participation and retention of underrepresented groups in SC research activities, including through a RENEW
graduate fellowship. Funding opportunities will prioritize sustaining ECP teams, software, technologies, and applications as ECP concludes, as
researchers shift from project funding to program funding.

High Performance Computing and Network Facilities +$46,817
The OLCF and ALCF will provide full operations and competitive allocation of the nation’s exascale computing systems, Frontier and Aurora.

Both facilities will deploy and sustain ECP software and technologies critical to operations and will provide testbed resources to explore

emerging technologies. In addition, funding supports operation of the 125 petaflop NERSC-9 Perlmutter system. Planning, site preparations

and project efforts for NERSC-10. Funding supports operations of all facilities—including power and cooling, equipment, staffing, testbeds,

lease payments, user programs and outreach. This activity will continue implementation of SC’s Integrated Research Infrastructure, including

planning for a High Performance Data Facility (HPDF).

Exascale Computing -$63,000
The FY 2024 Request supports activities to close out and document DOE’s ECP including CD-4 and lessons learned.

Construction +$1,000
The FY 2024 Request initiates conceptual design activities for the HPDF project.

Total, Advanced Scientific Computing Research +$57,973
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Basic and Applied R&D Coordination

Coordination across disciplines and programs is a cornerstone of the ASCR program. Partnerships within SC are mature and
continue to advance the use of HPC and scientific networks for science. New partnerships with other SC Programs have
been established in QIS and in Al. ASCR continues to have a strong partnership with National Nuclear Security
Administration (NNSA) for achieving the Department’s goals for exascale computing. There are growing areas of
collaboration across DOE and with other agencies in the area of data-intensive science, Al, and readying applications for
exascale. Through the Networking and Information Technology R&D Subcommittee of the National Science and Technology
Council (NSTC) Committee on Technology, ASCR also coordinates with programs across the Federal Government. Future
Advanced Computing, Scientific Data, Large Scale Networking, Al, High End Computing, and QIS are coordinated with other
agencies through the NSTC. In FY 2024, cross-agency interactions and collaborations will continue in coordination with the
Office of Science and Technology Policy.

Program Accomplishments

Delivering on the Exascale Computing Project

ECP teams have successfully run mission critical science and engineering applications on the Nation’s first exascale
computer, Frontier, at the OLCF. Using Frontier, the ECP WarpX team won the Association for Computing Machinery’s
(ACM’s) 2022 Gordon Bell Prize at the 2022 International Conference for High Performance Computing, Networking,
Storage, and Analysis, or SC22, in Dallas, Texas, in November for their outstanding achievement in high-performance
computing. WarpX, developed by researchers from Lawrence Berkeley National Laboratory (LBNL), Lawrence Livermore
National Laboratory (LLNL), and the French Alternative Energies and Atomic Energy Commission (CEA), is the first mesh-
refined, particle-in-cell code for kinetic plasma simulations that is optimized for parallel computing. The team produce a 3D
simulation at scale of their own novel concept: a combined plasma particle injector and accelerator that focuses a high-
power femtosecond (1 quadrillionth of a second) laser onto a hybrid solid/gas target. Their code ran more than 500 times
faster than their original code, Warp, after six years of modernizing and optimizing as an ECP application. In addion, ORNL
researchers designed a machine-learning software stack that predicts how strongly a given drug molecule will bind to a
pathogen as well as the 3D structure of how it will attach to the target. These vital pieces of information can greatly shorten
the usual trial-and-error process of lab experimentation to find viable drug candidates, especially for novel viruses with
unknown structures. The software, TwoFold, was a finalist for the 2022 Gordon Bell Special Prize for HPC-Based COVID-19
Research.

Broadening Participation in our Exascale Future

Across the DOE labs and the Nation, demand greatly outpaces supply for highly skilled workers needed to realize the
promise of Exascale computing. Growing this workforce requires engaging with more talented people at key stages in their
career. The DOE ECP is helping to build a more vibrant, diverse, and inclusive workforce in HPC through a multipronged
initiative that is reaching out to a diverse group of talented people from underrepresented communities, including people
who are Black or African American, Hispanic/Latinx, American Indian, Alaska Native, Native Hawaiian, Pacific Islanders,
women, persons with disabilities, first-generation scholars, and people from smaller colleges and universities. During the
summer 2022, 16 faculty and 45 students representing 32 institutions (with 82 percent representing at least one element of
diversity) participated in Sustainable Research Pathways for HPC. This effort, initiated by the ECP and transitioned to
RENEW, is designed to connect students and faculty from underrepresented groups with DOE lab scientists to encourage
lasting collaborations and jump start careers. Participants worked with ECP teams across nine DOE labs to build software
technologies that power HPC discoveries and to develop advanced simulation capabilities across mission areas, with results
presented by the students at the ECP Annual Meeting.

Speeding Up Quantum Chemistry for Climate-Change Resilience

Understanding how plants respond to drought conditions is critical to adapting to climate change in many parts of the
world, and work using quantum-chemical modeling to understand how calcium is transported across cell membranes hopes
to shed light on this important topic. A novel graph algorithm developed by a computer-science research project, led by
Purdue University, in collaboration with researchers at Pacific Northwest National Laboratory (PNNL) working on the
ExaGraph and NWChemEX efforts within the Exascale Computing Project, made a key step in the modeling of a relevant
protein, four times faster and enabled the NWChemEX application to scale from using only 4,000 processors to using 14,000
processors on the Summit supercomputer at Oak Ridge National Laboratory. The algorithm, published in 2001 in the
Proceedings of Society for Industrial and Applied Mathematics Applied Computational Discrete Algorithms, which computes
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an approximate submodular b-matching, accomplishes this feat in NWChemEX by improving the method through which
computational tasks are assigned to processors.

Moving Toward an Integrated Research Infrastructure - ESnet-6 enables Distributed Grid Simulation

In July 2022, the ESnet upgrade project reached successful completion ahead of schedule and under budget with enhanced
capability and capacity that provided the fast, predictable timing and programmable flexibility essential for reliable
exchange of command-and-control information between National Renewable Energy Laboratory’s (NREL) Advanced
Research on Integrated Energy Systems (ARIES) platform and PNNL during a successful multi-laboratory demonstration of a
complex energy system simulation. The FY 2022 multi-laboratory demonstration showed that advanced control systems in
the Cordova microgrid could allow it to maintain power to critical resources like the hospital and the airport during an
extreme weather event with loss of some of its hydropower resources. During this tightly coupled experiment, NREL
simulated the Cordova microgrid while PNNL simulated the advanced control systems and ESnet delivered consistent, low-
latency performance critical to the success of this complex, distributed experiments. The team is looking to next connect six
national laboratories for experiments that use and model millions of interconnected devices. Such an integration could
better identify solutions for city- and region-level problems, with experiments on outages caused by extreme weather
events or a cyberattack and to help energy systems managers adopt new technologies that rely on interconnected devices.

Advancing Reliable Fusion Reactor Design and Operation for Sustainable Clean Energy

Nuclear fusion could provide a sustainable supply of clean energy. A critical piece of fusion reactor design is the divertor,
which is the only part of the reactor where the extremely hot plasma comes into direct contact with the reactor vessel. The
divertor for the multi-billion dollar international fusion experiment ITER will face heat fluxes of 10-20 MW per square meter
- ten times higher than the heat load on a spacecraft re-entering Earth's atmosphere. The heat-load width of the divertor is
a key design parameter which will sustain exposure to repeated hot exhaust particles. To demonstrate that the tungsten
components can withstand the demanding thermal conditions of the ITER machine, researchers supported by the ECP and
SciDAC, have integrated high fidelity simulations together with supervised machine learning from experimental data to
make more precise predictions. The team used half of the OLCF’'s Summit supercomputer for two days to complete new
simulations that showed that at full power ITER’s divertor heat-load width would be more than six times wider than was
expected. This would allow ITER to make much faster scientific progress at lower cost. The team produced a more complete
prediction of ITER’s divertor heat-load width by including magnetic fluctuation and electrostatic turbulence with machine
learning parameters to validate the increase predicted for ITER’s heat-load width at full power and produced the same
results as previous experiments and simulations for existing tokamaks. The results were published in Physics of Plasmas.

Mitigating Errors to Advance Quantum Computing

Quantum computers have been improving rapidly over the past several years but they still exhibit error rates far higher
than conventional computers. In quantum computers, noise from magnetic fields, changes in temperature, and other
sources, leads to the accumulation of errors in complex quantum simulations. This limits their usefulness. To move
quantum computing forward, researchers at LBNL developed a new approach to quantum error mitigation that could help
make quantum computing’s theoretical potential a reality: noise estimation circuits. When combined with three other error
mitigation techniques, noise elimination circuits obtained reliable results for dynamic simulations of materials. The novel
error mitigation approach will allow researchers to run longer, more realistic simulations and still obtain reliable results.
This will broaden the potential impact of upcoming quantum computers on scientific discovery in a huge range of fields,
from clean energy to artificial intelligence.

Integrating Powerful New Tools to Accelerate Discovery Science

Metals crack, neurons misfire, viruses mutate—all at scales of size and time we can barely fathom, let alone study. To
understand how processes work or fail in the natural or mechanical world, requires the ability to probe more deeply and
expose layers of detail never before observed. As our tools advance, the data generated quickly outpaces our ability to keep
pace. A cross-cutting team from Argonne National Laboratory (ANL) has realized automated end-to-end analysis of data
from the Advanced Photon Source (APS). The integration of APS instruments with ALCF computation and storage resources,
leverages data acquisition and management software developed at the APS, the DOE-funded Globus toolkit, and ALCF
knowhow to enable automated capture of data at the APS, transfer of data to the ALCF where it is analyzed, and sharing
results with the scientific team—all in near real-time without human intervention. This achievement, applied at the
upgraded APS in collaboration with the new ALCF Aurora supercomputer, will enable leveraging advanced Artificial
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Intelligence/Machine Learning (Al/ML) methods, unlock new scientific opportunities, and enable scientific exploration at
speeds and scales previously inaccessible to researchers.
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Advanced Scientific Computing Research
Mathematical, Computational, and Computer Sciences Research

Description

The Mathematical, Computational, and Computer Sciences Research subprogram supports research activities to effectively

meet the SC HPC and computational science mission needs, including both data intensive and computationally intensive

science. Computational and data intensive sciences coupled with Artificial Intelligence and Machine Learning (Al/ML) are

central to progress at the frontiers of science and to our most challenging engineering problems, particularly for the Energy

Earthshots and climate science. ASCR investments are not focused on the next quarter but on the next quarter century. The

Computer Science and Applied Mathematics activities in ASCR provide the foundation for increasing the capability of the

national HPC ecosystem and scientific data infrastructure by focusing on long-term research to develop intelligent software,

algorithms, and methods that anticipate future hardware challenges and opportunities as well as science needs. ASCR’s

partnerships with disciplinary science deliver some of the most advanced scientific computing applications in areas of

strategic importance to the Nation. Scientific software often has a lifecycle that spans decades, which is much longer than

the lifespan of the average HPC system. Research efforts must therefore anticipate changes in hardware and rapidly

developing capabilities such as Al and QIS, as well as science needs over the long term. ASCR’s partnerships with vendors

and discipline sciences are essential to these efforts. Within available resources, ASCR will prioritize transitioning ECP

researchers, software, and technologies into core research efforts and DOE priority research areas as ECP concludes. In part

through continued funding for the EPSCoR, RENEW and Funding for Accelerated, Inclusive Research (FAIR) initiatives, ASCR

will build stronger programs with underrepresented institutions and regions, including investing in a more diverse and

inclusive workforce. Accordingly, the subprogram delivers:

= new mathematics and algorithms required to more accurately model systems involving processes taking place across a
wide range of time and length scales and incorporating Al and ML techniques into HPC simulations, while minimizing
bias;

= the software needed to support DOE mission applications, including critical elements of the exascale software
ecosystem and new paradigms of compute-intensive and data-intensive applications, Al and scientific machine
learning, and scientific workflows on current and increasingly more heterogeneous future systems;

= insights about computing systems and workflow performance and usability leading to more efficient and productive
use of all levels of computing, from the edge to HPC storage and networking resources;

= collaboration tools, data and compute infrastructure and partnerships to make scientific resources and data broadly
available to scientists in university, national laboratory, and industrial settings;

= expertise in applying new algorithms and methods, and scientific software tools to advance scientific discovery through
modeling and simulation in areas of strategic importance to SC, DOE, and the Nation; and

= Jong-term, basic research on future computing technologies with relevance to the DOE missions.

Applied Mathematics Research

The Applied Mathematics activity supports basic research leading to fundamental mathematical advances and
computational breakthroughs across DOE and SC missions. Basic research in scalable algorithms and libraries, multiscale
and multi-physics modeling, Al/ML, and efficient data analysis underpin all of DOE’s computational and data-intensive
science efforts. More broadly, this activity includes support for foundational research in problem formulation, multiscale
modeling and coupling, mesh discretization, time integration, advanced solvers for large-scale linear and nonlinear systems
of equations, methods that use asynchrony or randomness, uncertainty quantification, and optimization. Historically,
advances in these methods have contributed as much, if not more, to gains in computational science than hardware
improvements alone. Forward-looking efforts by this activity anticipate DOE mission needs from the closer coupling and
integration of scientific modeling, data and scientific Al/ML with advanced computing, for enabling greater capabilities for
scientific discovery, design, and decision-support in complex systems and new algorithms to support data analysis at the
edge of experiments and instruments and protect the privacy of sensitive datasets. In addition, this activity will support
partnerships between mathematicians and computer scientists to develop energy efficient algorithms and methods that
scale from intelligent sensors to HPC to advance the Department’s energy goals.

Computer Science Research
The Computer Science Research activity supports long-term, basic research on the software infrastructure that is essential
for the effective use of the most powerful HPC and networking systems in the country as well as the tools and data
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infrastructure to enable the real-time exploration and understanding of extreme scale and complex data from both
simulations and experiments. Through the continued development of adaptive software tools, it aims to make high
performance scientific computers and networks even more productive and efficient to solve scientific challenges while
attempting to reduce domain science application complexity as much as possible. ASCR Computer Science research also
plays a key role in understanding gaps and future opportunities for the design of future computing systems that maintains
U.S. leadership in high-performance and data-intensive computing and developing and evolving the sophisticated software
required for these systems, including basic research for diverse computing architectures such as quantum computing and
communication. Hardware and software vendors often use software developed with ASCR Computer Science investments
and integrate it with their own software. ASCR-supported activities are entering a new paradigm driven by sharp increases
in the heterogeneity and complexity of computing systems and their software ecosystems, support for large-scale data
analytics, and by the incorporation of Al techniques. In partnership with the other SC programs and their scientific user
facilities, the Computer Science activity supports research that addresses the need to seamlessly and intelligently integrate
simulation, data analysis, and other tasks into comprehensive workflows. These workflows will gather data from the edge of
experiments and connect simulation and Al at HPCs to support data analytics and visualization. This includes making
research data and Al models findable, accessible, interoperable, and reusable to strengthen trust and maximize the impact
of scientific research in society. In addition, this activity supports partnerships between mathematicians and computer
scientists to develop energy efficient algorithms and methods that scale from intelligent sensors to HPC to advance the
Department’s energy goals.

Computational Partnerships

The Computational Partnerships activity supports the Scientific Discovery through Advanced Computing, or SciDAC,
program, which is a recognized leader for the employment of HPC for scientific discovery. Established in 2001, SciDAC
involves ASCR partnerships with the other SC programs, other DOE program offices, and other federal agencies in strategic
areas with a goal to dramatically accelerate progress in scientific computing through deep collaborations between discipline
scientists, applied mathematicians, and computer scientists. SciDAC does this by providing the intellectual resources in
applied mathematics and computer science, expertise in algorithms and methods, and scientific software tools to advance
scientific discovery through modeling, simulation, large-scale data analysis, and Al and scientific machine learning in areas
of strategic importance to SC, DOE, and the Nation.

The Computational Partnerships activity also supports collaborations to enable large, distributed research teams to share
data and develop tools incorporating Al/ML for real-time analysis of the massive data flows from SC scientific user facilities,
as well as the research and development of software to support an integrated research infrastructure and computing
environment. The activity also supports the FAIR and Accelerate initiatives, which provide focused investment on enhancing
research on clean energy, climate, and related topics, including attention to underserved and environmental justice regions
and Historically Black Colleges and Universities (HBCUs) and minority serving institutions (MSls), as well as Biopreparedness
Research Virtual Environment (BRaVE) that advances collaborative research for epidemiology frameworks, computational
modeling, and data management/integration in support of national biopreparedness and emergency challenges. BRaVE also
supports the incorporation of Al/ML and HPC in cancer research in partnership with the National Cancer Institute.

Additionally, this activity provides support for the DOE EPSCoR that funds research in states and territories with historically
lower levels of Federal academic research funding. In FY 2024, the EPSCoR program will focus on EPSCoR State-National
Laboratory Partnership awards to promote single principal investigator (Pl) and small group interactions with the unique
capabilities of the DOE national laboratory system and continued support of early career awards.

Advanced Computing Research

This activity supports research focused on development of emerging computing technologies such as QIS and neuromorphic
efforts as well as investments in microelectronics in partnership with the other SC program offices, Research and Evaluation
Prototypes (REP), and ASCR-specific investments in cybersecurity and workforce including the CSGF and the SC-wide
RENEW initiative.

REP has a long history of partnering with U.S. vendors to develop future computing technologies and testbeds that push the
state-of-the-art and enabling DOE researchers to better understand the challenges and capabilities of emerging
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technologies. In addition to REP, this activity supports ASCR’s investments in the NQISRCs, as well as quantum computing
testbeds and quantum internet testbeds.

SC is fully committed to advancing a diverse, equitable, and inclusive research community, key to providing the scientific
and technical expertise for U.S. scientific leadership. Toward that goal, ASCR participates in the SC-wide RENEW initiative
that leverages SC’s world-unique national laboratories, user facilities, and other research infrastructures to provide
undergraduate and graduate training opportunities for students and academic institutions not currently well represented in
the U.S. Science and Technology (S&T) ecosystem. This includes HBCUs and MSiIs, typically individuals from groups
historically underrepresented in Science, Technology, Engineering and Math (STEM), as well as students from communities
disproportionally affected by social, economic, and health burdens of the energy system. The hands-on experiences gained
through the RENEW initiative will open new career avenues for the participants, forming a nucleus for a future pool of
talented young scientists, engineers, and technicians with the critical skills and expertise needed for the full breadth of SC
research activities, including DOE national laboratory staffing.

This activity also provides support for the DOE EPSCoR that funds research in states and territories with historically lower
levels of Federal academic research funding. In FY 2024, the EPSCoR program will focus on EPSCoR State-National
Laboratory Partnership awards to promote single Pl and small group interactions with the unique capabilities of the DOE
national laboratory system and continued support of early career awards.

Success in fostering and stewarding a highly skilled, diverse, equitable, and inclusive workforce is fundamental to SC’s
mission and key to also sustaining U.S. leadership in HPC and computational science. The high demand across DOE missions
and the unique challenges of high-performance computational science and engineering led to the establishment of the
CSGF in 1991. This program has delivered leaders in computational science both within the DOE national laboratories and
across the private sector. With increasing demand for these highly skilled scientist and engineers, ASCR continues to
partner with the NNSA to support the CSGF to increase the availability and diversity of a trained workforce for exascale
computing, Al, and capabilities beyond Moore’s Law such as QIS.

Energy Earthshot Research Centers

The Department of Energy's Energy Earthshots will accelerate breakthroughs of more abundant, affordable, and reliable
clean energy solutions within the decade to address the climate crisis. The Energy Earthshots are designed to drive
integrated program development across DOE’s science, applied technology offices, and Advanced Research Projects
Agency-Energy (ARPA-E), and take an ‘all research and development (R&D) community’ approach to leading science and
technology innovations to address tough technological challenges and cost hurdles, and rapidly advance solutions to help
achieve our climate and economic competitiveness goals. From a science perspective, many research gaps for the Energy
Earthshots cut across many topics and will provide a foundation for other energy technology challenges, including
biotechnology, critical minerals/materials, energy-water, subsurface science (including geothermal research), and materials
and chemical processes under extreme conditions for nuclear applications. These gaps require multiscale computational
and modeling tools, new Al and ML technologies, real-time characterization including in extreme environments, and
development of the scientific base to co-design processes and systems rather than individual materials, chemistries, and
components.

Toward that end, ASCR will continue to partner with SC’s Basic Energy Sciences (BES) and Biological and Environmental
Research (BER) programs in support of the EERCs, a new modality of research launched in FY 2023, building on the success
of SC’s Energy Frontier Research Centers (EFRCs) and the SciDAC program. The EERCs bring together multi-investigator,
multi-disciplinary teams to perform energy-relevant research with a scope and complexity beyond what is possible in
standard single-investigator or small-group awards. Beyond complementing and expanding the scope of the EFRCs and
SciDAC, the EERCs address the research challenges at the interface between currently supported basic research, applied
research, and development activities, with support from both SC and the applied technology offices. EERCs entail co-
funding of team awards involving academic, national laboratories, and industrial researchers, establishing a new era of
cross-office research cooperation. Joint funding focuses efforts directly at the interfaces of current research, ensuring that
directed fundamental research and capabilities at SC user facilities tackle the most challenging barriers identified in the
applied research and demonstration activities to bridge the R&D gaps and realize the stretch goals of the Energy Earthshots.
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Advanced Scientific Computing Research

Mathematical, Computational, and Computer Sciences Research

Activities and Explanation of Changes

(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

Mathematical, Computational, and
Computer Sciences Research +$338,997

+$412,153

+$73,156

Applied Mathematics Research $61,035

$76,188

+$15,153

Funding continues to expand support of core
research efforts in algorithms, libraries and methods
that underpin high-end scientific simulations,
scientific Al/ML techniques, and methods that help
scientists extract insights from massive scientific
datasets with an emphasis on foundational
capabilities. Funding also supports the basic research
needs for the EERCs and the transition of critical
Applied Math efforts from the ECP into core research
areas.

The Request will continue to expand support of core
research efforts in algorithms, libraries and methods
that underpin high-end scientific simulations,
scientific Al/ML techniques, and methods that help
scientists extract insights from massive scientific
datasets with an emphasis on foundational
capabilities. The Request will continue partnerships
between mathematicians and computer scientists to
develop energy efficient algorithms and methods and
investments in physics-informed, multiscale
algorithms. The Request also will increase support for
the basic research needs for several EERCs. Across
this activity, within available resources, efforts will
prioritize transitioning ECP researchers, software, and
technologies into core research efforts and DOE
priority research areas as ECP concludes.

Funding will increase support for basic research that
addresses specific cross-cutting applied math
challenges that support several EERCs and
transitioning ECP researchers, software, and
technologies into core research efforts and DOE
priority research areas as ECP concludes.
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(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

Computer Science Research $60,667

$86,017

+525,350

Funding continues support for core investments in
software that improves the utility of HPC and
advanced networks for science, including Al
techniques, workflows, tools, data management,
analytics and visualizations with strategic increases
focused on critical tools, including Al, to enable an
integrated computational and data infrastructure.
Funding for this activity also continues long-term
basic research efforts that explore and prepare for
emerging technologies, such as quantum networking,
specialized and heterogeneous hardware and
accelerators, and QIS. Funding supports basic
research needs of the EERCs, and transition of critical
software efforts from the ECP into core research
areas.

The Request will continue support for core
investments in software that improves the utility of
HPC and advanced networks for science, including Al
techniques, workflows, tools, data management,
analytics and visualizations with strategic increases
focused on critical tools, including Al, to enable an
integrated computational and data infrastructure.
Funding for this activity will also continue long-term
basic research efforts that explore and prepare for
emerging technologies, such as quantum computing
and networking, and other specialized and
heterogeneous hardware and accelerators.
Interdisciplinary quantum computing research
programs previously under Computational
Partnerships are moved to Computer Science to
create better synergies. In addition, funding will
support partnerships between mathematicians and
computer scientists to develop energy efficient
scalable algorithms and methods. The Request will
increase support for the basic research cross-cutting
needs of the EERCs. Across this activity, within
available resources, efforts will prioritize transitioning
ECP researchers, software, and technologies into core
research efforts and DOE priority research areas as
ECP concludes.

Funding will increase to support directed basic
research in support of specific cross-cutting computer
science challenges in several EERCs and transitioning
ECP researchers, software, and technologies into core
research efforts and DOE priority research areas as
ECP concludes. In addition, funding will support
interdisciplinary quantum computing research
programs that were previously under Computational
Partnerships.
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(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

Computational Partnerships $95,875

$87,600

-$8,275

Funding continues support for the SciDAC Institutes
and partnerships with SC and DOE applications.
Partnerships on scientific data, Al, QIS, and Advanced
Computing continues. The partnership with NIH
continues to leverage DOE infrastructure to ensure
that data is widely available for SC’s Al development
efforts. Efforts focused on enabling widespread use
of DOE HPC resources by Federal agencies in support
of emergency preparedness and response are
increased. BRaVE provides the cyber infrastructure,
computational platforms, and next generation
experimental research capabilities within a single
portal allowing distributed networks of scientists to
work together on multidisciplinary research priorities
and/or national emergency challenges. This includes
partnering with key agencies to understand their
simulation and modeling capabilities, data
management and curation needs, and identify and
bridge gaps necessary for DOE to provide resources
on short notice, as well as transitioning ECP
capabilities, such as the on-going partnership with
the National Cancer Institute. Also, the funding
supports the FAIR initiative with new EPSCoR awards
fostering partnerships with national laboratories to
leverage unique capabilities of the DOE national
laboratory system.

The Request will continue support for the SciDAC
Institutes and partnerships with SC and DOE
applications. Support for Advanced Computing will
continue. Efforts focused on enabling widespread use
of DOE HPC resources by Federal agencies in support
of emergency preparedness and response will
continue. BraVE will provide the cyber infrastructure,
computational platforms, and next generation
experimental research capabilities to allow networks
of scientists to work together on multidisciplinary
research priorities and/or national emergency
challenges, such as the on-going partnership with the
National Cancer Institute. Also, the Request will
support the FAIR and Accelerate initiatives, including
EPSCoR State-National Laboratory Partnership
awards. Interdisciplinary quantum computing
research programs are moved to Computer Science
to create better synergies. Across this activity, within
available resources, ASCR will prioritize transitioning
ECP researchers, software, and technologies into core
research efforts and DOE priority research areas as
ECP concludes.

Decrease reflects shift of interdisciplinary quantum
computing research to Computer Science. Continued
support for research in EPSCoR jurisdictions.
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(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

Advanced Computing Research $108,920

$149,848

+540,928

Funding continues to support the NQISRCs, quantum
computing testbed efforts, and regional quantum
internet testbeds. Funds allow REP to continue
strategic investments in emerging technologies,
microelectronics, and development of a plan to
sustain the software developed under ECP. Small
investments in cybersecurity continue. Funding
sustains increased support for the CSGF fellowship, in
partnership with NNSA, supporting increased tuition
costs, in order to increase the number of fellows
focused on emerging technologies, and to expand the
participation of groups, fields, and institutions that
are under-represented in high end computational
science. The goal of CSGF is to increase availability of
a trained workforce for exascale computational
science, Al at scale, and beyond Moore’s Law
capabilities such as QIS. Funding increases support
for the RENEW initiative providing undergraduate
and graduate training opportunities for students and
academic institutions not currently well represented
in the U.S. S&T ecosystem, including EPSCoR
institutions and students, thus expanding the pipeline
for ASCR research and facilities workforce needs.

The Request will continue to support the NQISRCs,
quantum computing testbed efforts, and regional
guantum internet testbeds. The Request allows REP
to increase strategic investments in emerging
technologies, microelectronics, and development of a
plan to sustain the software developed under ECP.
Small investments in cybersecurity will continue. The
Request will increase support for the CSGF
fellowship, in partnership with NNSA, to support
increased tuition costs, an increased stipend, and to
increase the number of fellows focused on emerging
technologies, and to expand the participation of
groups, fields, and institutions that are under-
represented in high end computational science. The
goal of CSGF is to increase availability of a trained
workforce for exascale computational science, Al at
scale, and beyond Moore’s Law capabilities such as
QIS. The Request will also increase support for the
RENEW initiative to provide undergraduate and
graduate training opportunities for students and
academic institutions not currently well represented
in the U.S. S&T ecosystem to expand the pipeline for
ASCR research and facilities workforce needs.
Funding will support EPSCoR State-National
Laboratory Partnership awards and early career
awards. Within available resources, this activity will
prioritize transitioning ECP researchers, software, and
technologies into core research efforts and DOE
priority research areas as ECP concludes. New
Microelectronics Science Research Centers are
established, as authorized under the Micro Act.

The Request supports increases for new
microelectronics research centers, CSGF, and RENEW.
The Request will prioritize transitioning ECP
researchers, software, and technologies into core
research efforts and DOE priority research areas as
ECP concludes. Continued support for research in
EPSCoR jurisdictions.
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(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

Energy Earthshot Research Centers $12,500

$12,500

S —

Funding supports a joint Funding Opportunity
Announcement (FOA) to be released by the Office of
Science (BES, ASCR, and BER) and the DOE Applied
Technology Offices for the initial cohort of EERCs.
Emphasis is on the current Earthshot topics and those
announced by the Department prior to release of the
FOA.

The Request supports joint efforts between Office of
Science program (BES, ASCR, and BER) with strong
coordination the DOE Applied Technology Offices for
the EERCs. Emphasis will be on the current Earthshot
topics as well as those announced by the Department
prior to release of the FOA.

EERC efforts will inform foundational research
investments in applied mathematics and computer
science that address the longer-term challenges of
the Energy Earthshots.

Note:

- Funding for the subprogram above, includes 3.65 percent of research and development (R&D) funding for the Small Business Innovation Research (SBIR) and Small
Business Technology Transfer (STTR) Programs, excluding facility operations.
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Advanced Scientific Computing Research
High Performance Computing and Network Facilities

Description

The HPC and Network Facilities subprogram supports the operations of forefront computational and networking user
facilities to meet critical mission needs. ASCR operates three HPC user facilities: the NERSC at LBNL, which provides HPC
resources and large-scale storage to a broad range of SC researchers; and the two LCFs at ORNL and ANL, which provide
leading-edge HPC capability to the U.S. research and industrial communities. ASCR’s high performance network user facility,
ESnet, delivers highly reliable data transport capabilities optimized for the requirements of large-scale science. Finally,
operations of these facilities also include investments in upgrades: for the HPC user facilities, this scope includes electrical
and mechanical system enhancements to ensure each remains state-of-the-art and can install future systems; for ESnet, the
upgrades include rolling capacity growth to ensure no bottlenecks occur in the network.

The HPC and Network Facilities subprogram regularly gathers strategic user requirements from stakeholders across SC and
DOE, including the other SC research programs, SC scientific user facilities, DOE national laboratories, and other
stakeholders. ASCR gathers these user requirements through formal processes, including workshops and technical reviews,
to inform planning for upgrade projects, development of services, and implementation of user programs. The insights ASCR
gains from these user requirements activities are also vital to a broad spectrum of ASCR and SC strategic efforts. Examples
of this insight include identification of emerging research directions, emerging trends in usage of computing and data
resources, and industry innovations in computing architectures and technologies. ASCR continues to observe an
accelerating pace of innovation in computing technology, through and beyond the exascale era.

Allocation of ASCR HPC resources to users follows the merit review public-access model used by other SC scientific user
facilities. The Innovative and Novel Computational Impact on Theory and Experiment (INCITE) allocation program provides
access to the LCFs; the ASCR Leadership Computing Challenge (ALCC) allocation program provides a path for critical DOE
mission applications to access the LCFs and NERSC, and a mechanism to address urgent national emergencies and priorities.

The core strength of the ASCR facilities is the dedicated staff who work to maximize user productivity and science impact,
operate and maintain world-leading computing and networking resources, while simultaneously executing major upgrade
projects. None of the ASCR facilities have suffered significant operational impacts during the COVID-19 pandemic.

In FY 2024, the ASCR facilities will continue planning and begin implementation to advance DOE’s Integrated Research
Infrastructure (IRI) so that researchers can seamlessly and securely meld DOE’s unique data, user facilities, and computing
resources to accelerate discovery and innovation.

High Performance Production Computing

This activity supports the NERSC user facility at LBNL to deliver high-end production computing resources and data services
for the SC research community. More than 10,000 computational scientists conducting over 1,000 projects use NERSC
annually to perform scientific research across a wide range of disciplines including astrophysics, chemistry, earth systems
modeling, materials science, engineering, high energy and nuclear physics, fusion energy, and biology. NERSC users come
from nearly every state in the U.S., with about half based in universities, approximately one-third in DOE laboratories, and
other users from government laboratories, non-profits, small businesses, and industry. NERSC'’s large and diverse user
population spans a wide range of HPC experience, from world-leading experts to students. NERSC aids users entering the
HPC arena for the first time, as well as those preparing leading-edge codes that harness the full potential of ASCR’s HPC
resources.

NERSC currently operates the 125 pf HPE/AMD/NVIDIA NERSC-9 system (Perlmutter), which came online in FY 2021. NERSC
is a vital resource for the SC research community and is consistently oversubscribed, with requests exceeding capacity by a
factor of 3—10. This gap between demand and capacity exists despite upgrades to the primary computing systems
approximately every four to five years.

In addition, the diversity of data- and compute-intensive research workflows is expanding rapidly. The FY 2024 Request
supports the NERSC-10 upgrade project, which is intended to provide SC with an innovative, flexible HPC platform to serve
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an even greater diversity of NERSC users. ASCR will also continue planning efforts for DOE’s IRI to satisfy the unique
requirements of state-of-the-art real-time experimental/observational workflows and data-integration intensive workflows
across the SC user facilities. As demand for HPC resources grows and diversifies, ASCR foresees the strategic need for
operational resilience and software portability across its HPC resources.

In FY 2024, the High Performance Production Computing activity will continue planning for the HPDF. Upgrades across the
SC user facilities will produce unprecedented increases in data generation. SC programs and their Scientific User Facilities
have proposed developing Al/ML techniques to steer experiment and facilities, as well as to speed scientific discovery by
automating and streamlining interpretation of datasets. Interaction with experiments in real time requires a service type
that existing facilities cannot provide such as the ability to guarantee a computing resource and quality of service
throughout an experiment. Effective use of Al/ML also requires the confluence of large well-curated datasets and the
compute resources to perform net training activities. Currently, most analyses of experimental and simulation data are
done after the experiment or simulation has run. Controlling experiments with Al requires low-latency analysis and
inference using high-volume, high-velocity data sets in real time. The proposed HPDF, serving as the foundation for the IR,
will provide a crucial resource to SC programs to attack fundamental problems in science and engineering that require
nimble shared access to large data sets, increasingly aggregated from multiple sources. The facility will be designed to
dynamically configure computation, network resources, and storage to access data at rest or in motion, supporting the use
of well-curated datasets as well as near real-time analysis on streamed data directly from experiments or instruments.

Leadership Computing Facilities

The LCFs are national resources built to enable open scientific computational applications, including industry applications,
that harness the full potential of extreme-scale leadership computing to accelerate discovery and innovation. The success of
this effort is built on the gains made in the ECP, Research and Evaluation Prototypes (REP) and ASCR research efforts. The
LCFs’ experienced staff deploy cutting edge technologies and provide support to users including ECP teams, scaling tests,
early science applications, and tool and library developers; their efforts are also critical to the success of industry and
interagency partnerships.

The OLCF at ORNL currently operates and competitively allocates the Nation’s first exascale computing system, an HPE-
Cray/AMD exascale system (Frontier), deployed in calendar year 2021; the 200 pf IBM/NVIDIA OLCF-4 system (Summit); and
other testbeds and supporting resources. Recent scientific highlights from Summit include: efforts, in partnership with the
National Cancer Institute, to train privacy-preserving transformer models for clinical natural language processing of cancer
records from the Surveillance, Epidemiology, and End Results (SEER) Program; prediction of synergistic drug combinations
for treatment of COVID-19; quantum simulations of photosystem Il and cuprate superconductivity; extreme-scale
simulations for advanced seismic ground motion and hazard modeling; the world’s first seasonal timescale global
simulation of the Earth’s atmosphere with 1 kilometer average grid spacing; exascale simulation and deep learning models
for energetic particles in burning plasmas; design of novel titanium based alloys for additive manufacturing using HPC-aided
large-scale phase field simulations; and high-fidelity simulations of turbulent aeroacoustics enabling sustainable aviation.
OLCF staff shares its expertise with industry to broaden the benefits of exascale computing for the nation. For example,
OLCF works with industry to reduce the need for costly physical prototypes and physical tests to accelerate the
development of high-technology products. These efforts often prompt U.S. companies to expand their own HPC resources.

The ALCF at ANL operates and competitively allocates the Nation’s second exascale system, an Intel/HPE-Cray system
(Aurora) deployed in calendar year 2022. ALCF also operates and allocates a 44 PF HPE/AMD/NVIDIA testbed (Polaris) to
prepare users for Aurora and to support large-scale data analytics and machine learning. The ALCF also operates a versatile
Al testbed consisting of five systems, leading the investigation and sharing of novel Al accelerators and facilitating
publications, and supported a 2021 COVID-19 Gordon Bell finalist with these pre-exascale systems. Recent scientific
highlights from the ALCF include: the first tests of novel chiral nucleon-nucleon potentials consistent with three-nucleon
interactions in a critical step in developing a first-principles description of nuclear structure; identification of an electrolyte
that can be used to protect lithium-ion batteries from water damage; new geophysical dynamic rupture models to perform
more accurate seismic hazard analysis; and a digital twin of the city of Chattanooga, Tennessee, to find more effective ways
to improve energy efficiency for the city’s buildings. The ALCF and OLCF systems are architecturally distinct, consistent with
DOE’s strategy to manage enterprise risk, foster diverse capabilities that provide the Nation’s HPC user community with the
most effective resources, and expand U.S. competitiveness.
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The demand for 2022 INCITE allocations at the LCFs outpaced the available resources by a factor of three, and this is
expected to increase with the availability of Aurora, and its unique capabilities. Demand for 2021-2022 ALCC allocations
outpaced resources by more than a factor of five. The LCFs have begun planning for upgrades that would expand the
capacity and capabilities of these unique National resources to keep pace with demand and foreign investments.

In FY 2024, the LCFs will continue planning for future upgrades, cultivate vendor partnerships to spur innovation of strategic
value and drive U.S. competitiveness, and contribute to planning DOE’s integrated research infrastructure.

High Performance Network Facilities and Testbeds

This activity supports ESnet, SC’s high performance network user facility, providing world-leading wide-area network access
for all of DOE. ESnet is widely recognized as a global leader in the research and education network community, with a multi-
decade track record of developing innovative network architectures and services, and reliable operations designed for 99.9

percent uptime for connected sites. ESnet recently completed a major upgrade of its backbone network, the ESnet6 project,
which commenced construction in FY 2020, launching a new era of automation, and programmability that will provide DOE

science with higher performance and drive greater optimization of network resources.

ESnet is the circulatory system that enables the DOE science mission. ESnet delivers highly reliable data transport
capabilities optimized for the requirements of large-scale science. ESnet continuously operates and improves one of the
fastest and most reliable science networks in the world that spans the continental United States and the Atlantic Ocean.
ESnet interconnects all 17 DOE National Laboratories, dozens of other DOE sites, and approximately 200 research and
commercial networks around the world, enabling many tens of thousands of scientists at DOE laboratories and academic
institutions across the country to transfer vast data streams and access remote research resources in real-time. ESnet also
supports the data transport requirements of all SC user facilities.

ESnet’s traffic continues to grow exponentially—roughly 66 percent each year since 1990—a rate more than double the
commercial internet. The number of connected sites has also expanded significantly in recent years and continues to grow.
Costs for ESnet are dominated by operations and maintenance, including continual efforts to maintain dozens of external
connections, benchmark future needs, expand capacity, and respond to new requests for site access and specialized
services. As a user facility, ESnet engages directly in efforts to improve end-to-end network performance between DOE
facilities and U.S. universities. In addition, ESnet operates a network R&D Testbed user program, which is linked to the
National Science Foundation’s FABRIC network R&D testbed, providing the nation’s academic research community a unique
terabit-scale research platform for next generation internet research.

In FY 2024, ESnet will leverage the unique attributes of ESnet6 to develop advanced services to support DOE priority R&D
thrusts, DOE’s IRI, and cybersecurity.
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Activities and Explanation of Changes

Advanced Scientific Computing Research
High Performance Computing and Network Facilities

(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

High Performance Computing and

Network Facilities $652,003 $698,820 +$46,817
High Performance Production
Computing $132,003 $142,000 +$9,997

Funding supports operations at the NERSC user
facility, including user support, power, space, system
leases, and staff. Funding also supports
decommissioning of the Cori system; site
preparations, design and long-lead procurements for
the NERSC-10 upgrade; and full operations and
allocation of PerImutter. In addition, funding supports
continued design of the HPDF.

The Request will support operations at the NERSC user
facility, including user support, power, space, system
leases, and staff. NERSC will deploy the exascale
computing software and will prioritize sustaining ECP
software and technologies critical to HPC operations
and users as ECP concludes. The Request will also
support activities such as site preparations, design and
procurements for the NERSC-10 upgrade. In addition,
funding will support continued design of DOE’s IRI.

The funding increase will support site preparations,
design and procurements for the NERSC-10 upgrade,
continued planning for DOE’s IRI, and sustaining ECP
software and technologies critical to HCP operations
and users.

National Energy Research Scientific
Computing Center (NERSC) $130,000

$135,000

+55,000

Funding supports operations at the NERSC user
facility, including user support, power, space, system
leases, and staff. Funding supports decommissioning
of the Cori system, site preparations, design and long-
lead procurements for the NERSC-10 upgrade, and full
operations and allocation of Perlmutter. In addition,
funding supports continued design of the HPDF.

The Request will support operations at the NERSC
user facility, including user support, power, space,
system leases, and staff. NERSC will deploy the
exascale computing software and will prioritize
sustaining ECP software and technologies critical to
HPC operations and users as ECP concludes. The
Request will also support activities such as site
preparations, design and procurements for the
NERSC-10 upgrade, and full operations and allocation
of Perlmutter. In addition, funding will also support
continued design of DOE’s IRI.

Funding will support site preparations, design and
long-lead procurement for the NERSC-10 upgrade,
continued planning for DOE’s IRI, and sustaining ECP
software and technologies critical to HCP operations
and users.
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(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

High Performance Data Facility, OPC 52,003

57,000

+54,997

Funding supports planning and preconceptual R&D for
the HPDF, including site selection and preliminary
design activities.

The Request will support pre-conceptual R&D and
conceptual design for the HPDF project to support the
site selection and Analysis of Alternatives processes in
preparation for CD-1, and also potentially
commencement of site preparation, contingent on
achievement of CD-1 in FY 2024.

Increased funding will support the next step in design
and planning of the HPDF project, advancing from pre-
conceptual design to conceptual design, site selection,
and alternative selection, and potentially,
commencement of site preparation.

Leadership Computing Facilities $430,000

$466,607

+536,607

Funding supports operations at the LCF facilities at
ANL and ORNL, including user support, power, space,
system leases, early access systems and testbeds, and
operations staff. Funding supports operations and
allocation of exascale systems at OLCF and ALCF.

The Request will support operations at the LCF
facilities at ANL and ORNL, including user support,
power, space, system leases, early access systems and
testbeds, and staff. The Request will support
operations and allocation of exascale systems at OLCF
and ALCF as well as planning for future upgrades,
vendor partnerships, and DOE’s IRI. The LCFs will
deploy and maintain ECP software and technologies
critical to HPC operations and users, and support ECP
applications as they complete project milestones as
ECP concludes.

Funding will support increased operating costs and
system leases at both OLCF and ALCF to support
operation of the exascale systems. Increase also
supports planning for future upgrades, vendor
partnerships, and DOE’s IRI, as well as maintenance of
ECP software and technologies critical to HPC
operations and users.
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(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

Leadership Computing Facility at ANL $175,000

$219,000

+544,000

Funding continues support for the operation and
competitive allocation of the Theta and Polaris
systems. The ALCF will complete acceptance of the
ALCF-3 exascale system, Aurora, which deployed in
calendar year 2022 and provides access for early
science applications and the Exascale Computing
Project. Competitive allocation of Aurora begins
through ALCC for some exascale ready teams.

The Request will support start of operations and
competitive allocation of the ALCF-3 exascale system,
Aurora, which will deploy and maintain ECP software
and technologies critical to HPC operations and users,
and support ECP applications as they complete project
milestones and the completion of the Exascale
Computing Project. The Request will also support
continuing operation and competitive allocation of the
Polaris systems and other advanced computing
testbeds. The Theta system will be decommissioned at
the end of calendar year 2024. Increase supports
significant increases in operating costs and lease
payments for the Aurora exascale system as well as
planning for future upgrades, vendor partnerships,
and DOE’s IRI.

Funding will support significantly increased operating
costs and system lease payments for the Aurora
exascale system, including power, maintenance, and
space costs. Increase also supports planning for future
upgrades, vendor partnerships, and DOE’s IRI, as well
as maintenance of ECP software and technologies
critical to HPC operations and users.

Leadership Computing Facility at ORNL 5$255,000

5247,607

-57,393

Funding supports operations at the OLCF facility,
including user support, power, space, system leases,
maintenance, and staff. Funding also supports full
operation and competitive allocation of the Frontier
exascale system, Summit, and other testbeds.

The Request will support operations at the OLCF
facility, including user support, power, space,
maintenance, and staff. The Request will also support
operation and competitive allocation of the Frontier
exascale system and other advanced computing
testbeds. OLCF will deploy and maintain ECP software
and technologies critical to HPC operations and users,
and support ECP applications as they complete project
milestones as ECP concludes. Summit will be
decommissioned at the end of calendar year 2024.
Planning for OLCF-6 will begin, including vendor
engagements. The Request also supports DOE’s IRI.

Funding will support operating costs for the Frontier
exascale system. Also, funding will support planning
for future upgrades, vendor partnerships, and DOE’s
IRI, as well as maintenance of ECP software and
technologies critical to HPC operations and users.
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(dollars in thousands)

Explanation of Changes

FY 2023 Enacted FY 2024 Request FY 2024 Request vs FY 2023 Enacted

High Performance Network Facilities

and Testbeds $90,000 $90,213 +$213
Funding supports operations of ESnet at 99.9 percent  The Request will support operations of ESnet at 99.9 Funding supports operations of ESnet and planning
reliability, including user support, operations and percent reliability, including user support, operations  and implementation of DOE’s IRI.

maintenance of equipment, fiber leases, R&D testbed, and maintenance of equipment, fiber leases, R&D

and staff. Funding continues development of testbed, and staff. Funding also supports planning and

advanced network services at the start of operations  implementation of DOE’s IRI.
of the recently completed ESnet6 upgrade project to

build the next generation network with new

equipment, increased capacity, and an advanced

programmable network architecture, in accordance

with the project baseline.

Note:
- Funding for the subprogram above, includes 3.65 percent of research and development (R&D) funding for the Small Business Innovation Research (SBIR) and Small Business

Technology Transfer (STTR) Programs, excluding facility operations.
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Advanced Scientific Computing Research
Exascale Computing Project and High Performance Data Facility

Description

SC and NNSA will complete the Exascale Computing Initiative (ECI), which is an effort to develop and deploy an exascale-
capable computing system with an emphasis on sustained performance for relevant applications and analytic computing to
support DOE missions. The deployment of exascale systems at the LCFs, beginning in CY 2021 enabled the completion of
ECI. As the project completes remaining KPPs, documentation and close out activities in FY 2024, ASCR will initiate site
selection for a new HPDF. The HPDF will provide a crucial resource to SC programs to attack fundamental problems in
science and engineering that require nimble shared access to large data sets, increasingly aggregated from multiple
sources. The facility will be designed to dynamically configure computation, network resources and storage to access data
at rest or in motion, supporting the use of well-curated datasets as well as near real-time analysis on streamed data directly
from experiments or instruments.

24-5C-20, High Performance Data Facility

The FY 2024 Request includes $1,000,000 in Total Estimated Cost (TEC) funding for the HPDF. The preliminary Total Project
Cost (TPC) range for this project is $300,000,000 to $500,000,000. CD-0, Approve Mission Need, was approved on

August 19, 2020. At that time, the scope of the project was broadly defined to include the potential for site preparation;
construction or major upgrade of a data center facility; procurement of non-capital high performance computing, data
storage, and local networking equipment; and non-recurring engineering activities with vendor partners to develop critical
hardware and software components. Since CD-0, the scope of the project has evolved to consider a “Hub and Spoke” model
of one Hub (the primary data center location) connected to several distributed Spokes located at key SC User Facilities and
DOE national laboratories to address mission essential streaming data and edge applications as a critical enabler of DOE’s
Integrated Research Infrastructure.

As early as 2013, a subcommittee of the Advanced Scientific Computing Advisory Committee (ASCAC) cited the need for a
Data Facility in its transmittal report noting that “(1) a data-intensive storage and analysis facility with common interfaces
and workflows will be necessary, and that (2) building on present ASCR facilities, at least in the near-term, will provide both
early successes—such as NERSC’s work with Joint Genome Institute (JGlI)—and considerable economies. In addition, there is
often considerable synergy between analysis and visualization of large computational and observational data sets.”

With the resurgence of Al/ML and explosion of data volumes and velocities at many scientific user facilities, SC programs
and their Scientific User Facilities have proposed accelerating discovery by developing new techniques to steer experiments
and facilities; creating computing environments that integrate heterogeneous data for novel analyses; automating and
streamlining interpretation of datasets; and making data Findable, Accessible, Interoperable, and Reusable (the FAIR
principles of open data). These goals require new designs of computing and data infrastructure that provide researchers
with reliable, simple, seamless performance and alleviate burdens from User Facility staff.

17-SC-20, SC Exascale Computing Project

The SC Exascale Computing Project (SC-ECP) captures the research aspects of ASCR’s participation in the ECI, to ensure the
hardware and software R&D, including applications software, for an exascale system is completed in time to meet the
scientific and national security mission needs of DOE. The SC-ECP is managed following the principles of DOE Order 413.3B,
tailored for this fast-paced research effort and similar to what has been used by SC for the planning, design, and
construction of all its major computing projects, including the LCFs at ANL and ORNL, and NERSC at LBNL.

SC conducts overall project management for the SC-ECP via a Project Office established at ORNL because of its considerable
expertise in developing computational science and engineering applications and in managing HPC facilities, both for DOE
and for other federal agencies; and its experience in managing distributed, large-scale projects, such as the Spallation
Neutron Source project. A Memorandum of Agreement is in place between the six DOE national laboratories participating
in the SC-ECP: LBNL, ORNL, ANL, LLNL, Los Alamos National Laboratory (LANL), and Sandia National Laboratories (SNL). The
Project Office at ORNL is executing the project and coordinating among partners.
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The FY 2024 Request includes $14,000,000 for the SC-ECP. These funds will provide for delivery and documentation of
remaining project milestones, documentation and open source publishing of the ECP software and technologies,
transferring these technologies to the DOE computing facilities and to industry partners, and project close out activities
including documenting application and software results and lessons learned.
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Advanced Scientific Computing Research

Exascale Computing Project and High Performance Data Facility

Activities and Explanation of Changes

(dollars in thousands)

Explanation of Changes

FY 2023 Enacted FY 2024 Request FY 2024 Request vs FY 2023 Enacted
Construction $77,000 $15,000 -$62,000
17-SC-20, SC Exascale
Computing Project $77,000 $14,000 -$63,000

Funding supports project management and final
execution of applications and software technology to
meet the specified KPPs that demonstrate the
development of an exascale ecosystem, which is the
target of the project.

The Request will support project management to
close out the project and final activities of
applications and software technology to document
results. FY 2024 is the last year of funding for the
project. The project will focus on delivering remaining
milestones and transferring ECP software and
technologies to DOE computing facilities and industry
partners.

FY 2023 was the final year of funding for the ECP

applications and software teams. The funding will
decrease to reflect the shift in focus from project
execution to project close out.

24-SC-20, High
Performance Data Facility

S —

$1,000

+51,000

No funding was appropriated in FY 2023 for this
project.

The Request will support conceptual design for the
HPDF project to support the site selection and
Analysis of Alternatives processes in preparation for
CD-1.

Funding will support the initial conceptual design
activities.
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Advanced Scientific Computing Research
Capital Summary

(dollars in thousands)

Total Prior Years FY 2022 FY 2023 FY 2024 FY 2024 Request vs
Enacted Enacted Request FY 2023 Enacted
Capital Operating Expenses
Capital Equipment N/A N/A 5,000 5,000 5,000 -
N/A N/A 5,000 5,000 5,000 -

Total, Capital Operating Expenses
Capital Equipment

(dollars in thousands)

Total Prior Years FY 2022 FY 2023 FY 2024 FY 2024 Request vs
Enacted Enacted Request FY 2023 Enacted
Capital Equipment
Total, Non-MIE Capital Equipment N/A N/A 5,000 5,000 5,000 -
N/A N/A 5,000 5,000 5,000 -

Total, Capital Equipment

Note:
The Capital Equipment table includes MIEs located at a DOE facility with a Total Estimated Cost (TEC) > S5M and MIEs not located at a DOE facility with a TEC >S2M
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Advanced Scientific Computing Research
Construction Projects Summary

(dollars in thousands)

Total Prior Years FY 2022 FY 2023 FY 2024 FY 2024 Request vs
Enacted Enacted Request FY 2023 Enacted
24-SC-20, High Performance Data
Facility
Total Estimated Cost (TEC) 294,000 - - - 1,000 +1,000
Other Project Cost (OPC) 10,933 - 1,930 2,003 7,000 +4,997
Total Project Cost (TPC) 304,933 - 1,930 2,003 8,000 +5,997
17-SC-20, Exascale Computing Project
(ECP)
Total Estimated Cost (TEC) 695,376 517,376 115,000 63,000 - -63,000
Other Project Cost (OPC) 630,830 588,830 14,000 14,000 14,000 -
Total Project Cost (TPC) 1,326,206 1,106,206 129,000 77,000 14,000 -63,000
Total, Construction
Total Estimated Cost (TEC) N/A N/A 115,000 63,000 1,000 -62,000
Other Project Cost (OPC) N/A N/A 15,930 16,003 21,000 +4,997
Total Project Cost (TPC) N/A N/A 130,930 79,003 22,000 -57,003
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Advanced Scientific Computing Research
Scientific User Facility Operations

The treatment of user facilities is distinguished between two types: TYPE A facilities that offer users resources dependent on a single, large-scale machine; TYPE B
facilities that offer users a suite of resources that is not dependent on a single, large-scale machine.

(dollars in thousands)

FY 2022 FY 2022 FY 2023 FY 2024 FY 2024 Request vs
Enacted Current Enacted Request FY 2023 Enacted

Scientific User Facilities - Type A
National Energy Research Scientific Computing Center 118,000 113,763 130,000 135,000 +5,000
Number of Users 8,500 9,110 9,200 9,200 -
Achieved Operating Hours - 8,473 - - -
Planned Operating Hours 8,585 8,585 8,585 8,585 -
Unscheduled Down Time Hours - 112 - - -
Argonne Leadership Computing Facility 160,000 154,233 175,000 219,000 +44,000
Number of Users 1,300 1,538 1,600 1,600 -
Achieved Operating Hours - 6,987 - - -
Planned Operating Hours 7,008 7,008 7,008 7,008 -
Unscheduled Down Time Hours - 21 - - -
Oak Ridge Leadership Computing Facility 250,000 240,911 255,000 247,607 -7,393
Number of Users 1,500 1,674 1,700 1,700 -
Achieved Operating Hours - 6,994 - - -
Planned Operating Hours 7,008 7,008 7,008 7,008 -
Unscheduled Down Time Hours - 14 - - -
Energy Sciences Network 90,000 86,715 90,000 90,213 +213
Number of Users - 63 - - -
Achieved Operating Hours - 8,760 - - -
Planned Operating Hours 8,760 8,760 8,760 8,760 -
Total, Facilities 618,000 595,622 650,000 691,820 +41,820
Number of Users 11,300 12,385 12,500 12,500 -
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(dollars in thousands)

FY 2022 FY 2022 FY 2023 FY 2024 FY 2024 Request vs

Enacted Current Enacted Request FY 2023 Enacted
Achieved Operating Hours - 31,214 - - -
Planned Operating Hours 31,361 31,361 31,361 31,361 -
Unscheduled Down Time Hours - 147 - - -

Note:

- Achieved Operating Hours and Unscheduled Downtime Hours will only be reflected in the Congressional budget cycle which provides actuals.
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Number of Permanent Ph.Ds (FTEs)

Number of Postdoctoral Associates (FTEs)
Number of Graduate Students (FTEs)

Number of Other Scientific Employment (FTEs)
Total Scientific Employment (FTEs)

Note:

Advanced Scientific Computing Research
Scientific Employment

FY 2022 FY 2023 FY 2024 FY 2024 Request vs
Enacted Enacted Request FY 2023 Enacted
819 825 813 -12
356 365 341 -24
523 535 595 +60
217 220 182 -38
1,915 1,945 1,931 -14

- Other Scientific Employment (FTEs) includes technicians, engineers, computer professionals and other support staff.
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24-SC-20, High Performance Data Facility
Undesignated Laboratory
Project is for Design and Construction

1. Summary, Significant Changes, and Schedule and Cost History

Summary
The FY 2024 Request for the Office of Science (SC) High Performance Data Facility (HPDF) project is $1,000,000 of Total

Estimated Cost (TEC) and $7,000,000 of Other Project Costs (OPC). The preliminary Total Project Cost (TPC) range for this
project is $300,000,000 to $500,000,000. The preliminary TPC estimate for this project is $304,933,000.

The HPDF will provide a crucial resource to SC programs to attack fundamental problems in science and engineering that
require nimble shared access to large data sets, increasingly aggregated from multiple sources. The facility will be designed
to dynamically configure computation, network resources and storage to access data at rest or in motion, supporting the
use of well-curated datasets as well as near real-time analysis on streamed data directly from experiments or instruments.

Significant Changes
This is a new Construction Project Data Sheet (CPDS) and this project is a new start in FY 2024. The most recent Department

of Energy (DOE) Order 413.3B approved Critical Decision (CD) is CD-0, Approve Mission Need for a construction project with
a conceptual scope and cost range, which was approved on August 19, 2020.

During FY 2023, the site for the HPDF will be selected and a Federal Project Director with the appropriate certification level
will be assigned. The FY 2024 Request will support and conceptual design for the HPDF project to support the site selection
and Analysis of Alternatives processes in preparation for CD-1, and also potentially commencement of site preparation,
contingent on achievement of CD-1 in FY 2024.

Critical Milestone History

Conceptual Final
Fiscal Year CD-0 Design CD-1 CD-2 Design CD-3 CD-4
Complete Complete

FY 2024 8/19/20 | 3QFY 2024 | 4QFY 2024 | 4QFY 2025 | 3QFY 2025 | 4QFY 2025 | 4QFY 2030

CD-0 — Approve Mission Need for a construction project with a conceptual scope and cost range; Conceptual Design Complete — Actual date
the conceptual design was completed (if applicable); CD-1 — Approve Alternative Selection and Cost Range; CD-2 — Approve Performance
Baseline; Final Design Complete — Estimated/Actual date the project design will be/was complete(d); CD-3 — Approve Start of

Construction; D&D Complete — Completion of D&D work; CD-4 — Approve Start of Operations or Project Closeout.

Project Cost History

(dollars in thousands)

! . TEC, OPC,
Fiscal Year | TEC, Design TR T TEC, Total Except D&D OPC, Total TPC
FY 2024 4,000 290,000 294,000 10,933 10,933 304,933

Note:
- This project has not received CD-2 approval; therefore, funding estimates are preliminary.
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2. Project Scope and Justification

Scope
At CD-0 the scope of the project was broadly defined to include the potential for site preparation; construction or major

upgrade of a data center facility; procurement of non-capital high performance computing (HPC), data storage, and local
networking equipment; and non-recurring engineering activities with vendor partners to develop critical hardware and
software components. Since CD-0, the scope of the project has evolved to consider a “Hub and Spoke” model of one Hub
(the primary data center location) connected to several distributed Spokes located at key SC User Facilities and Department
of Energy (DOE) national laboratories to address mission essential streaming data and edge applications as a critical enabler
of DOE’s Integrated Research Infrastructure.

Justification

As early as 2013, a subcommittee of the Advanced Scientific Computing Advisory Committee (ASCAC) cited the need for a
Data Facility in its transmittal report noting that “(1) a data-intensive storage and analysis facility with common interfaces
and workflows will be necessary, and that (2) building on present Advanced Scientific Computing Research facilities, at least
in the near-term, will provide both early successes—such as National Energy Research Scientific Computing Center’s work
with Joint Genome Institute (JGI)—and considerable economies. In addition, there is often considerable synergy between
analysis and visualization of large computational and observational data sets.”

With the growth of Artificial Intelligence and Machine Learning (Al/ML) and explosion of data volumes and velocities at
many scientific user facilities, SC programs and their Scientific User Facilities have proposed accelerating discovery by
developing new techniques to steer experiments and facilities; creating computing environments that integrate
heterogeneous data for novel analyses; automating and streamlining interpretation of datasets; and making data Findable,
Accessible, Interoperable, and Reusable (the FAIR principles of open data). These goals require new designs of computing
and data infrastructure that provide researchers with reliable, simple, seamless performance and alleviate burdens from
User Facility staff. Recent SC workshop reports and requirements reviews cite a number of challenges: Interaction with
experiments in real time requires a service type that existing facilities do not provide such as the ability to guarantee a
computing resource and quality of service during an experiment. Al/ML also requires the confluence of large well-curated
datasets and the compute resources to perform net training activities. Currently, most analyses of experimental and
simulation data are done post hoc, after the experiment or simulation has run. Controlling either extreme-scale simulation
or experimental facilities with Al requires low-latency analysis and inference using high-volume, high-velocity data sets in
real time. Traditional HPC systems are designed to efficiently execute large-scale simulations and focused on minimizing
users’ wait-times in batch queues. The SC Integrated Research Infrastructure Architecture Blueprint Activity, a convening of
over 160 DOE laboratory subject matter experts, identified the need for new high performance data infrastructure to
advance these goals as part of a DOE’s Integrated Research Infrastructure vision.

The proposed HPDF will serve as a foundational element in enabling the DOE Integrated Research Infrastructure; will
provide crucial resources to Office of Science programs to attack fundamental problems in science and engineering that
require nimble shared access to large data sets, increasingly aggregated from multiple sources; will partner and operate in
concert with other ASCR Facilities and potentially other DOE laboratory computing resource providers to provide a high
availability high performance computing ecosystem for a wide variety of applications; will serve as a “Hub” enabling
“Spoke” sites to deploy and orchestrate distributed infrastructure to enable high priority DOE mission applications.

The project is being conducted in accordance with the project management requirements in DOE Order 413.3B, Program
and Project Management for the Acquisition of Capital Assets.
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Key Performance Parameters (KPPs)
The KPPs will be determined after the site selection process and the analysis of alternatives has completed, expected
around 3Q FY 2024, and upon establishment of the conceptual design prior to achievement of CD-1.

3. Financial Schedule

(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Total Estimated Cost (TEC)
Design (TEC)

FY 2024 1,000 1,000 500

Outyears 3,000 3,000 3,500
Total, Design (TEC) 4,000 4,000 4,000
Construction (TEC)

Outyears 290,000 290,000 290,000
Total, Construction (TEC) 290,000 290,000 290,000
Total Estimated Cost (TEC)

FY 2024 1,000 1,000 500

Outyears 293,000 293,000 293,500
Total, TEC 294,000 294,000 294,000

(dollars in thousands)
Budget
Authority Obligations Costs
(Appropriations)
Other Project Cost (OPC)

FY 2022 1,930 1,930 -

FY 2023 2,003 2,003 -

FY 2024 7,000 7,000 7,933

Outyears - - 3,000
Total, OPC 10,933 10,933 10,933

(dollars in thousands)
Budget
Authority Obligations Costs
(Appropriations)
Total Project Cost (TPC)

FY 2022 1,930 1,930 -

FY 2023 2,003 2,003 -

FY 2024 8,000 8,000 8,433

Outyears 293,000 293,000 296,500

Total, TPC 304,933 304,933 304,933
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4. Details of Project Cost Estimate

(dollars in thousands)

Current Total Previous Total Or.i ginal
Estimate Estimate Val|da.ted
Baseline
Total Estimated Cost (TEC)
Design 2,600 N/A N/A
Design - Contingency 1,400 N/A N/A
Total, Design (TEC) 4,000 N/A N/A
Construction 188,500 N/A N/A
Construction - Contingency 101,500 N/A N/A
Total, Construction (TEC) 290,000 N/A N/A
Total, TEC 294,000 N/A N/A
Contingency, TEC 102,900 N/A N/A
Other Project Cost (OPC)
OPC, Except D&D 7,106 N/A N/A
OPC - Contingency 3,827 N/A N/A
Total, Except D&D (OPC) 10,933 N/A N/A
Total, OPC 10,933 N/A N/A
Contingency, OPC 3,827 N/A N/A
Total, TPC 304,933 N/A N/A
(T;’;gi OC;,’ ('__’)t'" gency 106,727 N/A N/A
5. Schedule of Appropriations Requests
(dollars in thousands)
Fiscal Year | Type 5;::: FY2022 | FY2023 | FY2024 | Outyears | Total
TEC — — — 1,000 293,000 294,000
FY 2024 OPC — 1,930 2,003 7,000 — 10,933

TPC — 1,930 2,003 8,000 293,000 304,933
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6. Related Operations and Maintenance Funding Requirements

Start of Operation or Beneficial Occupancy 4Q FY 2030
Expected Useful Life TBD
Expected Future Start of D&D of this capital asset 4Q FY 2036

Related Funding Requirements
(dollars in thousands)

Annual Costs Life Cycle Costs
Previous Total Current Total Previous Total Current Total
Estimate Estimate Estimate Estimate
Operations N/A TBD N/A TBD
Utilities N/A TBD N/A TBD
Maintenance and Repair N/A TBD N/A TBD
Total, Operations and Maintenance N/A TBD N/A TBD

Notes:

- The project is likely to comprise both capital assets (refurbishment or build of data center space) and non-capital assets (IT
components that comprise the computational and data management infrastructure). The expected useful life of the former is
potentially 10-20 years, while the latter is 5—7 years.

- Life-Cycle costs will be performed as part of CD-1.

7. D&D Information

The scope and nature of D&D activities will be determined at CD-1.

Square Feet
New area being constructed by this project at [Lab] .....ccccuvirieriiiiiiie e TBD
Area of D&D in this project at [Lab] ......oouiii e et TBD
Area at [Lab] to be transferred, sold, and/or D&D outside the project, including area previously
B o T 101 =T OO PRUPPR
Area of D&D in this project at Other SItES .......uiiiciiiecciee e et TBD
Area at other sites to be transferred, sold, and/or D&D outside the project, including area
PreVIOUSIY “DanKEA” .....couei ittt ettt e be e et e st abe e be e e sreeeree s
Total area EliMINATEM ....cciiiiiie ettt e e e et e e st e e e s aaeeeesteeeessaseeesasneeeennseeennnes TBD

TBD

TBD

8. Acquisition Approach

Once the site is selected, SC will work with the selected laboratory to determine if a building to house the facility will need
to be constructed. All computing and storage resources, as well as, non-recurring engineering activities will be procured
through open solicitations.
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17-SC-20, SC Exascale Computing Project
Oak Ridge National Laboratory, ORNL
Project is for Design and Construction

1. Summary, Significant Changes, and Schedule and Cost History

Summary
The FY 2024 Request for the SC Exascale Computing Project (SC-ECP) is $14,000,000 of Other Project Costs (OPC). The most

recent DOE Order 413.3B approved Critical Decision (CD) is CD-2/3 Approve Performance Baseline. The project achieved
CD-2/3 on February 25, 2020. The Total Project Cost (TPC) of the SC portion of ECP is $1,326,206,000 with the total
combined SC and National Nuclear Security Administration (NNSA) TPC of $1,812,300,000.

The FY 2017 Budget Request included funding to initiate research, development, and computer-system procurements to
deliver an exascale (10 operations per second) computing capability by the mid-2020s. This activity, referred to as the
Exascale Computing Initiative (ECI), is a partnership between SC and NNSA and addresses Department of Energy (DOE)
science and national security mission requirements.

Significant Changes

This project was initiated in FY 2017. The FY 2024 Request supports investments in the ECP technical focus areas—
application development, software technology and hardware and integration—to support the final close out of the
activities which includes developing technical writeups, hardening software and collection of lessons learned. The funding
decrease reflects the achievement, in FY 2023, of the threshold Key Performance Parameters (KPPs) as well as a subset of
the objective KPPs.

Critical Milestone History

Conceptual Final
Fiscal Year CD-0 Design CD-1 CD-2 Design CD-4
Complete Complete
FY 2024 7/28/16 3/22/16 1/3/17 2/25/20 6/6/19 4Q FY 2024
Performance
Fiscal Year Baseline CD-3A CD-3B
Validation
FY 2024 2/25/20 1/3/17 2/25/20

CD-3A — Approve Long Lead Time Procurements
CD-3B — Approve Remaining Construction Activities

Project Cost History

(dollars in thousands)

) . TEC, OPC,

Fiscal Year | TEC, Design . TEC, Total Except D&D OPC, Total TPC
FY 2023 — 700,843 700,843 625,363 625,363 1,326,206
FY 2024 — 695,376 695,376 630,830 630,830 1,326,206
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2. Project Scope and Justification

Scope

Four well-known challenges® are key to requirements and Mission Need of the SC-ECP. These challenges are:

=  Parallelism: Systems must exploit the extreme levels of parallelism that will be incorporated in an exascale-capable
computer;

= Resilience: Systems must be resilient to permanent and transient faults;

=  Energy Consumption: System power requirements must be no greater than 20-30 MW; and

=  Memory and Storage Challenge: Memory and storage architectures must be able to access and store information at
anticipated computational rates.

The realization of an exascale-capable system that addresses parallelism, resilience, energy consumption, and

memory/storage involves tradeoffs among hardware (processors, memory, energy efficiency, reliability, interconnectivity);

software (programming models, scalability, data management, productivity); and algorithms. To address this, the scope of

the SC-ECP has three focus areas:

= Hardware and Integration: The Hardware and Integration focus area supports U.S. HPC vendor-based research and the
integrated deployment of specific ECP application milestones and software products on targeted systems at computing
facilities, including the completion of PathForward projects transitioning to facility non-recurring engineering (where
appropriate), and the integration of software and applications on pre-exascale and exascale system resources at
facilities.

= Software Technology: The Software Technology focus area spans low-level operational software to programming
environments for high-level applications software development, including the software infrastructure to support large
data management and data science for the DOE at exascale and will deliver a high quality, sustainable product suite.

= Application Development: The Application Development focus area supports co-design activities between DOE mission
critical applications and the software and hardware technology focus areas to address the exascale challenges: extreme
parallelism, reliability and resiliency, deep hierarchies of hardware processors and memory, scaling to larger systems,
and data-intensive science. As a result of these efforts, a wide range of applications will be ready to effectively use the
exascale systems deployed in the 2021-2022 calendar year timeframe under the ECI.

Justification

In 2015, the National Strategic Computing Initiative was established to maximize the benefits of HPC for U.S. economic
competitiveness, scientific discovery, and national security. Within that initiative DOE, represented by a partnership between
SC and NNSA, has the responsibility for executing a joint program focused on advanced simulation through an exascale—
capable computing program, which will emphasize sustained performance and analytic computing to advance DOE missions.
The objectives and the associated scientific challenges define a mission need for a computing capability of 2 — 10 ExaFLOPS (2
billion floating-point operations per second) in the early to mid-2020s. In FY 2017, SC initiated the SC-ECP within Advanced
Scientific Computing Research (ASCR) to support a large research and development (R&D) co-design project between
domain scientists, application and system software developers, and hardware vendors to develop an exascale ecosystem as
part of the ECI.

The SC-ECP is managed in accordance with the principles of DOE Order 413.3B, Program and Project Management for the
Acquisition of Capital Assets, which SC uses for the planning, design, and construction of all of its major projects, including
the LCFs at Argonne and Oak Ridge National Laboratories and the National Energy Research Scientific Computing Center at
Lawrence Berkeley National Laboratory. Computer acquisitions use a tailored version of Order 413.3B. The first four years
of SC-ECP were focused on research in software (new algorithms and methods to support application and system software
development) and hardware (node and system design), and these costs will be reported as Other Project Costs. During the
last three years of the project, activities will focus primarily on hardening the application and the system stack software,

2 http://www.isgtw.org/feature/opinion-challenges-exascale-computing
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and on additional hardware technology investments, and these costs will be included in the Total Estimated Costs for the
project.

Key Performance Parameters (KPPs)

The Threshold KPPs represent the minimum acceptable performance that the project must achieve. The Objective KPPs
represent the desired project performance. Achievement of the Threshold KPPs will be a prerequisite for approval of CD-4,
Project Completion.

Performance Measure Threshold Objective

Exascale performance improvements 50 percent of selected applications 100 percent of selected applications
for mission-critical challenge problems | achieve Figure of Merit improvement achieve their KPP-1 stretch goal
greater than or equal to 50x

Broaden exascale science and mission : 50 percent of the selected applications : 100 percent of selected applications

capability can execute their challenge problem? can execute their challenge problem
stretch goal
Productive and sustainable software 50 percent of the weighed impact goals : 100 percent of the weighted impact
ecosystem are met goals are met
Enrich the HPC Hardware Ecosystem Vendors meet 80 percent of all the Vendors meet 100 percent of all the
PathForward milestones PathForward milestones

2 This KPP assesses the successful creation of new exascale science and mission capability. An exascale challenge problem is defined for every scientific
application in the project. The challenge problem is reviewed annually to ensure it remains both scientifically impactful to the nation and requires
exascale-level resources to execute.
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3.

Financial Schedule

(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Total Estimated Cost (TEC)
Construction (TEC)
Prior Years 517,376 517,376 257,725
FY 2022 115,000 115,000 163,147
FY 2023 63,000 63,000 221,745
FY 2024 - - 47,292
Outyears - - 5,467
Total, Construction (TEC) 695,376 695,376 695,376
Total Estimated Cost (TEC)
Prior Years 517,376 517,376 257,725
FY 2022 115,000 115,000 163,147
FY 2023 63,000 63,000 221,745
FY 2024 - - 47,292
Outyears - - 5,467
Total, TEC 695,376 695,376 695,376

Note:

The project approved a project change request to extend technical campaigns one quarter into FY 2024 to allow full access to the
Aurora computer which was delayed due to supply chain issues currently prevalent since COVID. This will not impact the CD-4

baseline date.

(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Other Project Cost (OPC)
Prior Years 588,830 588,830 583,920
FY 2022 14,000 14,000 9,171
FY 2023 14,000 14,000 18,753
FY 2024 14,000 14,000 13,983
Outyears - - 5,003
Total, OPC 630,830 630,830 630,830
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(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Total Project Cost (TPC)
Prior Years 1,106,206 1,106,206 841,645
FY 2022 129,000 129,000 172,318
FY 2023 77,000 77,000 240,498
FY 2024 14,000 14,000 61,275
Outyears - - 10,470
Total, TPC 1,326,206 1,326,206 1,326,206

4. Details of Project Cost Estimate
The SC-ECP was baselined at CD-2. The Total Project Cost for the SC-ECP is represented in the table below.

(dollars in thousands)

Current Total Previous Total Or.iginal
Estimate Estimate Vallda_ted
Baseline
Total Estimated Cost (TEC)
GPEF::';C“"’” Development 347,349 347,349 346,360
Production Ready Software 228,356 228,356 217,290
Hardware Partnership 125,138 125,138 131,726
Total, Other (TEC) 700,843 700,843 695,376
Total, TEC 700,843 700,843 695,376
Contingency, TEC N/A N/A N/A
Other Project Cost (OPC)
Planning Project Management 89,689 89,689 89,688
fgﬁé’;at'on Development 221,050 221,050 221,050
Software Research 118,517 118,517 118,517
Hardware Research 196,107 196,107 201,575
Total, Except D&D (OPC) 625,363 625,363 630,830
Total, OPC 625,363 625,363 630,830
Contingency, OPC N/A N/A N/A
Total, TPC 1,326,206 1,326,206 1,326,206
Total, Contingenc
(TEC+OPC) o vz 3z 3z
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5. Schedule of Appropriations Requests

(dollars in thousands)

Fiscal Year | Type :;;’s FY2022 | FY2023 | FY2024 | Outyears | Total
TEC 522,843| 115,000 63,000 — —| 700,843
FY 2023 oPC 583,363|  14,000| 14,000 — 14,000| 625,363
TPC 1,106,206] 129,000 77,000 — 14,000| 1,326,206
TEC 517,376| 115,000] 63,000 — —| 695,376
FY 2024 OPC 588,830| 14,000 14,000 14,000 —| 630,830
TPC 1,106,206] 129,000  77,000] 14,000 —| 1,326,206

6. Related Operations and Maintenance Funding Requirements

System procurement activities for the exascale-capable computers are not part of the SC-ECP. The exascale-capable
computers will become part of existing facilities and operations and maintenance funds, and will be included in the ASCR
facilities’ operations or research program’s budget. A Baseline Change Proposal (BCP) was executed in March 2018 to
reflect this change.

Start of Operation or Beneficial Occupancy 4Q FY 2024
Expected Useful Life 7 years
Expected Future Start of D&D of this capital asset 4Q FY 2031

7. D&D Information

N/A, no construction.

8. Acquisition Approach

The early years of the SC-ECP, approximately four years in duration, supported R&D directed at achieving system

performance targets for parallelism, resilience, energy consumption, and memory and storage. The second phase of
approximately three years duration will support finalizing applications and system software.
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Basic Energy Sciences

Overview

The mission of the Basic Energy Sciences (BES) program is to support fundamental research to understand, predict, and
ultimately control matter and energy at the electronic, atomic, and molecular levels. BES research provides the scientific
foundations for innovations in clean energy technologies and related national priorities, to mitigate the climate and
environmental impacts of energy generation/use, and to support DOE missions in energy, environment, and national
security. BES accomplishes its mission through excellence in scientific discovery and stewardship of world-class scientific
user facilities that enable cutting-edge research and development.

The research disciplines that BES supports—condensed matter and materials physics, chemistry, geosciences, and aspects
of biosciences—touch virtually every important aspect of energy resources, production, conversion, transmission, storage,
efficiency, and waste mitigation, providing a knowledge base for achieving a secure and sustainable clean energy future.
The Basic Energy Sciences Advisory Committee (BESAC) report, “A Remarkable Return on Investment in Fundamental
Research,”? provides key examples of major technological, commercial, and national security impacts, including clean
energy technologies, directly traceable to BES-supported basic research. This mission-relevance of BES research results
from a long-standing strategic planning process, which encompasses BESAC reports, topical in-depth community workshops
and reports, and rigorous program reviews. BES balances its research investments among discovery-oriented basic
research, use-inspired basic research as exemplified by the Energy Frontier Research Centers (EFRCs), and research in
support of Federal priorities and technological innovation such as the Energy Earthshot Research Centers (EERCs).

BES scientific user facilities consist of a complementary set of intense x-ray sources, neutron sources, and centers for
research utilizing nanoscale science. Capabilities at BES facilities probe materials and chemical systems with ultrahigh
spatial, temporal, and energy resolutions to investigate the critical functions of matter—transport, reactivity, fields,
excitations, and motion—to answer some of the most challenging science questions and to provide insights on the scientific
basis for energy technologies. The above-noted BESAC report recounts the central role of these shared resources in U.S.
scientific and industrial leadership; a 2021 BESAC report on international benchmarking® outlines strategies to maintain and
enhance this competitive position for facilities and key BES scientific areas. In response to the COVID-19 pandemic, BES
facilities were at the forefront of the research to understand the virus, to provide therapeutics to combat it, and to combat
supply chain issues for personal protective and medical equipment. BES has a long history of delivering major construction
projects on time and on budget, and of providing reliable availability and support to users for operating facilities. This
record of accomplishment begins with rigorous community-based processes for conceptualization, planning, and execution
in construction of facilities that continues in performance assessment for operating facilities.

Key to exploiting scientific discoveries for future clean energy technological systems is the ability to create new materials
using forefront synthesis and processing techniques, to precisely define the atomic arrangements, and to design chemical
processes. Robust materials need improved functionality relative to today’s energy materials, and new chemical processes
require ever-increasing control at the level of electronic structure and dynamics. These innovations, based on principles
revealed by fundamental science and using advanced computational, data science, and experimental tools, will enable
better control of physical and chemical transformations and conversions of energy from one form to another for
technologies including hydrogen and solar generation of fuels and electricity, long-term energy storage, geothermal energy,
nuclear energy, carbon capture, and clean, lower carbon manufacturing. Working closely with the DOE technology offices,
innovations and insights from BES research will evolve with awareness of technology challenges and will be disseminated to
the broader research community to accelerate applied research and translate federal investments to industrial impact.

To reach the full potential of these tools and capabilities for clean energy, it is critical that the Nation bring to bear the
strengths of all of its human resources, including students and institutions not currently well represented in the scientific
ecosystem, and underserved and environmental justice regions. Collectively, with fully broadened participation, these new
tools and capabilities convey a significant strategic advantage for the Nation to advance the scientific frontiers while laying
the foundation for future clean energy innovations and economic prosperity.

2 https://science.osti.gov/~/media/bes/pdf/BESat40/BES_at_40.pdf
b https://science.osti.gov/-/media/bes/pdf/reports/2021/International_Benchmarking-Report.pdf
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Highlights of the FY 2024 Request
The BES FY 2024 Request of $2,692.9 million is an increase of $158.9 million, or 6.3 percent, above the FY 2023 Enacted.

Research

The Request continues support for EERCs, EFRCs, the Batteries and Energy Storage and Fuels from Sunlight Energy
Innovation Hub programs, and the National Quantum Information Science (QIS) Research Centers (NQISRCs). Through
continued funding for the Established Program to Stimulate Competitive Research (EPSCoR) and the Reaching a New Energy
Sciences Workforce (RENEW) and Funding for Accelerated, Inclusive Research (FAIR) initiatives, BES will build stronger
programs with underrepresented institutions and regions, including investing in a more diverse and inclusive workforce to
address environmental justice issues.

= Clean Energy and SC Energy Earthshots Initiatives: BES will increase support for research to provide understanding and
foundations for clean energy, with investments across the entire portfolio to accelerate innovation to reduce impacts
resulting from climate change while advancing clean energy technologies and infrastructure. Current DOE Energy
Earthshots focus on aggressive goals for direct air capture of CO,, carbon-neutral hydrogen, energy storage for the grid,
geothermal systems, floating offshore wind, and industrial heat decarbonization, with additional topics under
development. BES funding will also advance understanding of the fundamental properties of Critical Materials/Minerals
and identify methodologies to reduce their use and discover substitutes, and to enhance their domestic supply.

= There are other initiatives with continued BES funding including: Fundamental Science to Transform Advanced
Manufacturing, emphasizing low-carbon processes and transformative chemistry, materials, and biology for next-
generation industries; and Microelectronics, focusing on a multi-disciplinary co-design innovation ecosystem in which
materials, chemistries, devices, systems, architectures, algorithms, and software are developed in a closely integrated
fashion including new Microelectronics Science Research Centers as authorized under the CHIPS and Science Act
(Section 10731, Micro Act). Additionally, BES funding will support Accelerate Innovation in Emerging Technologies
(Accelerate), to drive scientific discovery to sustainable production of new technologies across the innovation
continuum, including relevant experiences for the future workforce; and Artificial Intelligence and Machine Learning
(Al/ML), data science to accelerate fundamental discoveries and to apply these techniques for effective user facility
operations and interpretation of massive data sets.

=  BES will also support: QIS, a robust core research portfolio to complement the NQISRCs; Biopreparedness Research
Virtual Environment (BRaVE), developing and expanding capabilities at user facilities for responsiveness to biological
threats; Accelerator Science and Technology Initiative, to provide the world’s most comprehensive and advanced
accelerator-based facilities for scientific research; and Advanced Computing, with Advanced Scientific Computing
Research (ASCR), including computational materials and chemical sciences to deliver shared software infrastructure,
and support for efforts toward integration of computing, networking, and data storage with experimental user facilities
and instruments at national labs. BES will prioritize transitioning Exascale Computing Project (ECP) researchers,
software, and technologies into core research efforts and DOE priority research areas as ECP concludes.

= BES will support RENEW, expanding targeted efforts, including a RENEW graduate fellowship, to broaden participation
and advance belonging, accessibility, justice, equity, diversity, and inclusion in SC-sponsored research; and FAIR,
improving underrepresented institutions’ capability to perform and propose competitive research and building
beneficial relationships with DOE national laboratories and facilities.

Facility Operations

The five BES-supported x-ray light sources, two neutron sources, and five Nanoscale Science Research Centers (NSRCs) are
supported at approximately 90 percent of the funding required for re-baselined, normal operations—balancing safe
operations with user access.

Projects
Support continues for the Advanced Light Source Upgrade (ALS-U), Linac Coherent Light Source-Il High Energy (LCLS-II-HE),

Proton Power Upgrade (PPU), Second Target Station (STS), and Cryomodule Repair and Maintenance Facility (CRMF) line-
item projects and two Major Items of Equipment (MIE) projects: NSLS-Il Experimental Tools-II (NEXT-11) and NSRC
Recapitalization. The Request initiates design funding for the NSLS-II Experimental Tools-IIl (NEXT-111) and High Flux Isotope
Reactor Pressure Vessel Replacement (HFIR-PVR) line-item projects. In addition, the Request initiates preliminary planning
for Advanced Photon Source (APS) and Advanced Light Source (ALS) Beamline MIE projects.
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Basic Energy Sciences
Funding

(dollars in thousands)

FY 2024 Request vs

FY 2022 Enacted FY 2023 Enacted FY 2024 Request EY 2023 Enacted

Basic Energy Sciences

Scattering and Instrumentation Sciences Research 85,675 105,971 107,713 +1,742
Condensed Matter and Materials Physics Research 192,569 203,807 221,214 +17,407
Materials Discovery, Design, and Synthesis Research 88,047 97,097 101,297 +4,200

Established Program To Stimulate Competitive

Research EPSCoR 25,000 25,000 25,000 -
Energy Frontier Research Centers - Materials 65,000 65,000 65,000 -
Energy Earthshot Research Centers - Materials - 12,500 12,500 -
Energy Innovation Hubs - Materials 25,000 25,913 25,913 -
Computational Materials Sciences 13,492 13,492 13,492 -
Total, Materials Sciences and Engineering 494,783 548,780 572,129 +23,349
Fundamental Interactions Research 124,842 127,985 141,339 +13,354
Chemical Transformations Research 119,725 129,651 140,158 +10,507
Photochemistry and Biochemistry Research 106,871 130,877 139,714 +8,837
Energy Frontier Research Centers - Chemical 65,000 65,000 65,000 -
Energy Earthshot Research Centers - Chemical - 12,500 12,500 -
Energy Innovation Hubs - Chemical 20,758 20,758 20,758 -
General Plant Projects - Chemical 1,000 1,000 1,000 -
Computational Chemical Sciences 13,492 13,492 13,492 -
;?::(I:,i::ceer:lcal Sciences, Geosciences, and 451,688 501,263 533,061 +32,608
X-Ray Light Sources 538,282 599,498 704,134 +104,636
High-Flux Neutron Sources 294,000 315,740 373,163 +57,423
Nanoscale Science Research Centers 142,744 153,409 150,880 -2,529
Other Project Costs 14,300 19,500 14,000 -5,500
Major Items of Equipment 30,000 50,000 25,000 -25,000
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(dollars in thousands)

FY 2024 Request vs

FY 2022 Enacted FY 2023 Enacted FY 2024 Request FY 2023 Enacted
Scientific User Facilities, Research 38,003 52,610 58,966 46,356
Total, Scientific User Facilities (SUF) 1,057,329 1,190,757 1,326,143 +135,386
Subtotal, Basic Energy Sciences 2,003,800 2,240,800 2,432,233 +191,433
Construction
24-SC-10 HFIR Pressure Vessel Replacement (PVR), B _ 4,000 +4,000
ORNL
24-SC-12 NSLS-Il Experimental Tools - Il (NEXT-III), _ _ 2556 +2,556
BNL
21-SC-10 Cryomodule Repair & Maintenance Facility
1,000 10,000 9,000 -1,000
(CRMF), SLAC ’ : , ,
19-SC-14 Second Target Station (STS), ORNL 32,000 32,000 52,000 +20,000
18-SC-10 Advanced Photon Source Upgrade (APS- 101,000 9,200 _ 19,200
U), ANL
18-SC-11 Spallation Neutron Source Proton Power
17,000 17,000 15,769 -1,231
Upgrade (PPU), ORNL ’ ’ ’ ’
18-SC-12 Advanced Light Source Upgrade (ALS-U), 75.100 135,000 57.300 77.700
LBNL
18-SC-13 Linac Coherent Light Source-II-High Energy
(LCLS-1I-HE), SLAC 50,000 90,000 120,000 +30,000
13-SC-10 Linac Coherent Light Source-II (LCLS-II), 28,100 _ _ _
SLAC
Subtotal, Construction 304,200 293,200 260,625 -32,575
Total, Basic Energy Sciences 2,308,000 2,534,000 2,692,858 +158,858
SBIR/STTR funding:
=  FY 2022 Enacted: SBIR $61,375,000 and STTR $8,643,000
= FY 2023 Enacted: SBIR $35,557,000 and STTR $5,000,000
= FY 2024 Request: SBIR $36,306,000 and STTR $5,105,000
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Basic Energy Sciences
Explanation of Major Changes

(dollars in thousands)

FY 2024 Request vs
FY 2023 Enacted

Materials Sciences and Engineering +$23,349
Research will continue to support fundamental scientific opportunities for materials innovations, including those identified in recent BESAC

and Basic Research Needs workshop reports. Research priorities include clean energy (e.g., hydrogen, direct air capture of CO,, energy storage,

and wind), advanced manufacturing (e.g., reductions in carbon-intensive heat), microelectronics research centers, data science and Al/ML,

Accelerate, critical materials, computational materials sciences, advanced computing, BRaVE, QIS, strategic accelerator technology, FAIR, and

RENEW. The Request also includes funding for continued support of the EFRCs, the Batteries and Energy Storage Energy Innovation Hub

program, the NQISRCs, EPSCoR, and the EERCs.

Chemical Sciences, Geosciences, and Biosciences +$32,698
Research will continue to support fundamental scientific opportunities for innovations in chemistry, geosciences, and biosciences, including

those identified in recent BESAC, Basic Research Needs, and Roundtable workshop reports. Research priorities include clean energy (e.g.,

energy-efficient, sustainable cycles for carbon and hydrogen, geothermal, and direct air capture of CO,), advanced manufacturing,

microelectronics research centers, Accelerate, critical materials/minerals, computational chemical sciences, QIS, FAIR, and RENEW. The

Request also includes funding for continued support of the EFRCs, the Fuels from Sunlight Hub awards, the NQISRCs, and the EERCs.

Scientific User Facilities (SUF) +$135,386
Five BES-supported x-ray light sources, two neutron sources, five NSRCs are supported at approximately 90 percent of the re-baselined funding

level, balancing safe operation and user access. These facilities will continue to support the BRaVE initiative to maintain and enhance

capabilities to tackle biological threats and the advanced computing initiative to augment integration of computing, networking, and data

storage with user facilities and national labs. Continued facilities research priorities include accelerator science and technology, data science

and Al/ML, and RENEW. The Request continues two MIEs: the NEXT-Il beamline project for NSLS-1l and the NSRC recapitalization project and

initiates preliminary planning for APS and ALS Beamline MIE projects. The Request also provides Other Project Costs (OPC) to support the

CRMF, HFIR-PVR, and NEXT-III projects.

Construction -$32,575
The Request provides continuing support for the LCLS-II-HE, the STS, and the CRMF projects and provides final funding for the PPU and the

ALS-U projects. The Request also initiates design funding for the NEXT-IIl project at Brookhaven National Laboratory (BNL) and the HFIR-PVR

project at Oak Ridge National Laboratory (ORNL).

Total, Basic Energy Sciences +$158,858
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Basic and Applied R&D Coordination

As a program that supports fundamental scientific research relevant to many DOE mission areas, BES strives to build and
maintain close connections with other DOE program offices. BES coordinates with DOE R&D programs through a variety of
Departmental activities, including joint participation in research workshops, strategic planning activities, solicitation
development, and program review meetings, as elaborated below. BES also coordinates with DOE technology offices in the
Small Business Innovation Research (SBIR) and Small Business Technology Transfer (STTR) program, including topical area
planning, solicitations, reviews, and award recommendations.

BES has robust interactions with DOE technology offices through formal and informal coordination activities. Formal
coordination includes Joint Strategy Teams (JSTs) and Science and Energy Technology Teams (SETTs) that draw on expertise
and capabilities stewarded by multiple DOE offices to address forefront energy challenges. For example, BES participates in
the newly formed Hydrogen JST (previously a SETT), engaging in activities to advance the Hydrogen Energy Earthshot aimed
at accelerating breakthroughs of more abundant, affordable, and reliable clean energy solutions within the decade.c BES
also contributes to the Carbon Dioxide Removal SETT and the Carbon Negative Earthshot to address the challenge of long-
term removal of carbon dioxide from the atmosphere using a variety of approaches including direct air capture, and the
Energy Storage JST and Long Duration Storage Earthshot to accelerate the development, commercialization, and utilization
of next-generation energy storage technologies. In addition, BES is also participating in recently established Earthshots
focused on floating offshore wind, decarbonization of heating used in manufacturing, and enhanced geothermal systems.
Other coordination activities focus on fusion energy and sustainable fuels. Collectively, these BES activities impact the
energy-use sectors: transportation, buildings, industrial, and electricity. Historically, co-siting of research by BES and DOE
energy technology programs at the same institutions has proven to be a valuable approach to facilitate close integration of
basic and applied research. In these cases, teams of researchers benefit by sharing expertise and knowledge of research
breakthroughs and program needs. The DOE national laboratory system plays a crucial role in achieving this integration of
basic and applied research.

Informal coordination includes participation of BES program managers in regularly scheduled intra-departmental meetings
for information exchange and coordination on solicitations, program reviews, and project selections. These interactions
cover a broad range of topics including biofuels derived from biomass; solar energy utilization, including solar fuels; critical
minerals/materials; advanced nuclear energy systems; vehicle technologies; biotechnology; and fundamental science to
transform advanced manufacturing and industrial processes. These activities facilitate cooperation and coordination
between BES and the DOE energy technology offices and defense programs. Additionally, DOE technology office personnel
participate in reviews of BES research, and BES personnel participate in reviews of research funded by the technology
offices.

Program Accomplishments

BES user facilities continue to combat the COVID-19 pandemic and to prepare for biological threats, including monkeypox.

=  Pfizer scientists used x-ray facility capabilities to determine certain structural properties of their vaccine Comirnaty, and
to develop their antiviral, Paxlovid. Following on their approved therapeutic Sotrovimab, GlaxoSmithKline and Vir
Biotechnology used x-ray facilities to help produce an antibody that neutralizes all known strains of SARS-CoV-2. More
than 750 unique users (including most major Pharma companies), using more than 55 different beamlines at x-ray
facilities, determined more than 490 structures of SARS CoV-2 proteins with/without potential antivirals or antibodies.

= X-ray light source users are also at the forefront of investigations of monkeypox, including structural biology research
related to how poxviruses (including monkeypox virus) evade the host anti-viral immune response. Research includes
characterization of poxvirus protein structures and interactions with antigenic proteins and antibodies, as well as
therapeutics developments to combat monkeypox and related poxviridae.

BES research and facilities advance understanding of catalysts and of key components of chemical and energy conversions

for value-added chemicals and clean fuels.

= X-ray, nanoscale science, and computational facilities were used to study a catalyst under different reaction conditions
to track methanol formation. The tools helped to identify the active catalyst sites and model the kinetics of different
reaction pathways. The data show that the reaction proceeds on two different pathways using two different sites of

¢ https://www.energy.gov/eere/fuelcells/hydrogen-shot.
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the catalyst, yielding insights into conversion of waste methane greenhouse gases into methanol, a liquid fuel and
chemical.

Pursuing highly efficient transformations of renewable feedstocks, researchers developed molecular catalysts that are
highly active and selective at low temperature for ethanol upgrading to butanol, that demonstrated a prolonged
lifetime, and that could couple ethanol in tandem reactions to produce high-value industrial chemical intermediates.
Conversion of ethanol to higher-order alcohols has the potential to supplement the transportation sector; higher-order
alcohols feature more desirable fuel characteristics, such as higher energy densities and lower water solubility.
Researchers developed a non-thermal plasma-excited pathway that achieved the desired conversion of the waste gas
CO, and ethane to value-added oxygenated chemicals and fuels at atmospheric pressure and temperature in an
energy-efficient single step. Plasma-activated reactions are more easily adaptable to renewable electricity than are
large-scale thermally activated processes.

Scientists used ultrafast attosecond-duration pulses of x-rays to map the coherent motion of electrons in a molecule,
with the potential to provide a precise understanding of the fundamental role of coherent charge transfer in chemical
and biological processes and energy conversions. The measurement provides a testbed for exploring the effect of
electronic coherence in the photoexcitation dynamics and subsequent photochemical behavior of molecular systems.

BES research and facilities improve materials assembly processes for advanced manufacturing.

Neutron scattering has been used for real-time monitoring and evaluation of residual strain during post-production
heat treatment to improve 3D printing processes for metal parts. Comparison to computer simulation allows prediction
of the residual stress distributions as a function of the process parameters. The results are being used to validate
computer models and adjust component designs to reduce residual strain formation during additive manufacturing.
Scientists have advanced the use of DNA for assembling new nanoscale materials into complex and prearranged
structures for next-generation applications, such as nano-robots for manufacturing or innovative materials to harvest
light. A hollow DNA cuboid nanochamber is formed, and the encoded DNA strands that extend from it allow precise
control of the assembly pathway. Complex arrays of nanocargoes were fabricated with controlled architectures.

BES research contributes to the potential for reduced use and increased supply of critical materials for energy storage.

Scientists have demonstrated that partially substituting iron for nickel in rare earth nickelates produces a change in
electron transfer that makes it easier for the material to accept and donate electrons during catalysis, boosting the
oxygen evolution reaction (OER). OER is a crucial process for energy conversion and storage, especially for water
electrolysis to produce hydrogen. Current OER catalysts are based on precious metals. This work offers new insights
into design strategies for developing low-cost, earth-abundant, and robust electrocatalysts for OER.

Researchers developed Al/ML methods to assist the computational design of ligands for more selective and efficient
solvent extraction and separation of rare-earth elements, to predict accurate distribution coefficients, and to enable
higher-throughput screening of viable candidates, resulting in an extensive and shareable ligand property database for
rare-earth separations.

Scientists advance Al/ML techniques for BES science applications and develop novel materials with potential to advance
quantum computation.

An Al/ML transfer learning approach using data from laboratory experiments is helping scientists understand and
predict how natural faults respond, a critical factor in the design and control of geologic energy storage and waste
sequestration reservoirs for CO, sequestration, hydrogen storage, and geothermal energy extraction.

Researchers incorporated physics-based descriptions (quantum chemistry) directly in a deep neural network to develop
chemical models that are simultaneously accurate, transferable, and interpretable for large or new chemical systems
and for predicting molecular properties.

Molecular spins are a promising class of chemically tunable quantum bits (qubits) for emerging quantum technologies;
scientists addressed practical challenges by developing molecular color-center qubits with optically addressable spin. In
topological materials for electronics, researchers showed that Weyl and Dirac semimetals with a topological “laser-
pulse switch” can control electron motion at high speed with low energy. Researchers directly observed electrons
forming a 2D Wigner crystal, in which they move collectively as a coherent system. All of these findings could be
exploited for quantum computation.
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Basic Energy Sciences
Materials Sciences and Engineering

Description

Materials are critical to nearly every aspect of energy generation, storage, transmission, and end-use. Materials limitations
are often a significant barrier to improved energy efficiencies, longer lifetimes of infrastructure and devices, or the
introduction of new technologies for clean energy and to tackle climate change. The BESAC report on transformative
opportunities for discovery science, coupled with the Basic Research Needs workshop reports on energy technologies and
roundtable reports, provide further documentation of the importance of materials sciences in forefront research for next-
generation scientific and technological advances. The Materials Sciences and Engineering subprogram supports research to
provide the fundamental understanding and control of materials synthesis, properties, and performance that will enable
solutions to wide-ranging challenges in clean energy generation, storage, and use as well as opening new directions that are
not foreseen based on existing knowledge. The research explores the origin of macroscopic material behaviors; their
fundamental connections to atomic, molecular, and electronic structures; and their evolution as materials move from
nanoscale building blocks to mesoscale systems. At the core of the subprogram is experimental, theoretical, computational,
and instrumentation research that will enable the predictive design and discovery of new materials with novel structures,
functions, and properties.

To accomplish these goals, the portfolio includes three integrated research activities:

=  Scattering and Instrumentation Sciences Research—Advancing science using new tools and techniques to characterize
materials structure and dynamics across multiple length and time scales, including ultrafast science, and to correlate
this data with materials performance under real world and extreme conditions.

=  Condensed Matter and Materials Physics Research—Understanding the foundations of material functionality and
behavior including electronic, thermal, optical, and mechanical properties that result from material composition
(including rare earths and other critical materials); understanding the impact of extreme environments on material
properties and performance; and exploring materials whose properties arise from the effects of quantum mechanics.

=  Materials Discovery, Design, and Synthesis Research—Developing the knowledge base and synthesis strategies to
design and precisely assemble structures to control properties and enable discovery of new materials with
unprecedented functionalities, including approaches that limit the use of rare earth and other critical materials, enable
more effective polymer chemistries, and/or are learned from biological systems.

The Request continues the highest-priority fundamental research that supports the DOE mission, including research that
will establish the foundational knowledge necessary to accelerate innovation to advance clean energy technologies and
other national priorities. The portfolio emphasizes understanding of how to direct and control energy flow in materials
systems over multiple time (femtoseconds to seconds) and length (nanoscale to mesoscale and beyond) scales, and
translation of this understanding to prediction of material behavior, transformations, and processes in challenging real-
world systems. This will establish a foundational knowledge base for future advanced, clean energy technologies and
advanced manufacturing processes, including extremes in temperature, pressure, stress, photon and radiation flux,
electromagnetic fields, and chemical exposures. To maintain leadership in materials discovery, the research supported by
this subprogram explores new frontiers of emergent materials behavior; utilization of nanoscale control; and materials
systems that are metastable or far from equilibrium. This research includes investigation of the interfaces between physical,
chemical, and biological sciences to explore new approaches to novel materials design and advanced sustainable
manufacturing. In clean energy-related research, there is a growing emphasis on carbon dioxide removal, including direct
capture of carbon dioxide from the air. Other topics in clean energy include a focus on low-carbon hydrogen research and
energy storage for both transportation and the electricity grid. Also, critical materials and minerals research will provide
foundational knowledge to enable secure and sustainable supply chains for key clean energy technologies.

Research activities in quantum materials emphasize the development of systems that realize unique properties for QIS.
Materials science for microelectronics will provide the needed advances for future computing, sensors, detectors, and
communication that are critical for national priorities in clean energy and for leadership in advanced research over a wide
range of fields. An increasingly important aspect of materials research is the use of data science techniques to enhance the
utility of both theoretical and experimental data for predictive design and discovery of materials. As an essential element of
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this research, this subprogram supports the development of advanced characterization tools, instruments, and techniques
that can assess a wide range of space and time scales, especially in combination and under dynamic operando conditions to
analyze non-equilibrium materials, conditions, and excited-state phenomena.

In addition to a diverse portfolio of single-investigator and small-group research projects, this subprogram supports
Computational Materials Sciences, EFRCs, the Batteries and Energy Storage Hub, NQISRCs, in partnership with other SC
programs, and EERCs (in partnership with ASCR, Biological and Environmental Research [BER], and with DOE energy
technology offices). These research modalities support multi-investigator, multi-disciplinary research focused on forefront
scientific challenges in support of the DOE clean energy mission. This subprogram supports the Accelerate initiative to
ensure that science advances are rapidly transitioned to energy technologies.

This subprogram also includes the DOE EPSCoR program. The DOE EPSCoR program will strengthen investments in early-
stage clean energy and climate research for U.S. states and territories that do not historically have large federally-supported
academic research programs, expanding DOE research opportunities to a broad and diverse scientific community. This
subprogram also supports two additional activities aimed at cultivating an equitable and expanded science, technology,
engineering, and math (STEM) education, engagement, and workforce ecosystem: the RENEW and FAIR initiatives. The
RENEW initiative expands targeted efforts, including a RENEW graduate fellowship, to broaden participation and advance
belonging, accessibility, justice, equity, diversity, and inclusion in SC-sponsored research. The FAIR initiative focuses
investment on enhancing research on clean energy, climate, and related topics at minority serving and under-served
institutions.

Scattering and Instrumentation Sciences Research

Advanced characterization tools with very high precision in space and time are essential to understand, predict, and
ultimately control matter and energy at the electronic, atomic, and nanoscale levels. Research in Scattering and
Instrumentation Science supports innovative techniques and instrumentation development for advanced materials science
research with scattering, spectroscopy, and imaging using electrons, neutrons, and x-rays, including development of science
to understand ultrafast dynamics. These techniques provide precise and complementary information about the relationship
among structure, dynamics, and properties, generating scientific knowledge that is foundational to the BES mission. The
major advances in materials sciences from DOE’s world-leading electron, neutron, and x-ray scattering facilities provide
continuing evidence of the importance of this research field. In addition, the BESAC report on transformative opportunities
for discovery science identified imaging as one of the pillars for future transformational advances. The importance of
multimodal platforms to reveal the most critical features of a material has been a finding in several of the Basic Research
Needs reports. These tools and techniques are also critical in advancing understanding and discovery of novel quantum
materials, including materials for next-generation systems to advance microelectronics and QIS, supporting the work of
NQISRCs. This program is focused on open questions in materials science and physics, but these characterization tools are
broadly applicable to other fields including chemistry, biology, and geoscience, and can be a key component in
preparedness for biological threats.

The unique interactions of electrons, neutrons, and x-rays with matter enable a range of complementary tools with
different sensitivities and resolution for the characterization of materials at length- and time-scales spanning many orders
of magnitude. A distinct aspect of this activity is the development of innovative instrumentation and techniques for
scattering, spectroscopy, and imaging needed to link the microscopic and macroscopic properties of materials relevant to
technologies for clean energy and mitigation of climate change. Included is the use of cryogenic environments to evaluate
properties only occurring at these temperatures and to learn about processes and interfaces in materials that are damaged
by the probes used to characterize them. The use of multiscale and multimodal techniques to extract heretofore
unattainable information on multiple length and time scales is a growing aspect of this research, as is the development and
application of cryogenic electron microscopy for challenges in physical sciences. For example, to aid in the design of
transformational new materials for clean energy technologies such as batteries, operando experiments contribute to
understanding the atomic and nanoscale changes that lead to materials failure in non-equilibrium and extreme
environments (temperature, pressure, stress, radiation, magnetic fields, and electrochemical potentials). Advances in
cryogenic microscopy will support the BRaVE initiative since this instrumentation is heavily used to characterize biological
threats. Information from these characterization tools is the foundation for the creation of new materials that have
extraordinary tolerance and can function in extreme environments without property degradation.
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Condensed Matter and Materials Physics Research

This activity supports fundamental experimental and theoretical research to discover, understand, and control novel
phenomena in solid materials, generating scientific knowledge that is foundational to the BES mission. These electronic,
magnetic, optical, thermal, and structural materials make up the infrastructure for clean energy technologies and
innovations to tackle climate change impacts, as well as accelerator and detector technologies for SC facilities. Also
supported is research to understand the role of rare earth and other critical materials in determining material properties
and functionality, so that they can be reduced or eliminated from key energy technology supply chains.

Experimental research in this program emphasizes discovery and characterization of materials’ properties that have the
potential to be exploited for new technological functionalities. Complementary theoretical research aims to explain such
properties across a broad range of length and time scales. Theoretical research also includes development and integration
of predictive theory and modeling for discovery of materials with targeted properties. Advanced computational and data
science techniques (including Al/ML) are increasingly enabling knowledge to be extracted from large materials databases of
theoretical calculations and experimental measurements. This program also supports the development of such databases
as well as the computational tools that can take advantage of them.

This program continues to emphasize understanding and control of quantum materials whose properties result from
interactions of the constituent electrons with each other, the atomic lattice, or light. Investigations include bulk materials as
well as nanostructures and layered structures such as graphene, multilayered structures of two-dimensional materials, and
studies of the electronic properties of materials at ultra-low temperatures and in high magnetic fields. The research
advances the fundamental understanding of electronic, magnetic, thermal, and optical properties relevant to energy-
efficient microelectronics and QIS. The focus on QIS research couples experimental and theoretical expertise in quantum
materials with prototypes of quantum structures that can be used to study the science of device functionality and
performance.

Activities also emphasize research to understand how materials respond to temperature, light, radiation, corrosive
chemicals, and other environmental conditions. This includes electrical and optical properties of materials related to solar
energy as well as the effects of defects on electronic properties, strength, deformation, and failure over a wide range of
length and time scales. In FY 2024, these activities will continue to support the SC Energy Earthshots initiative. A recent
focus is on extending knowledge of radiation effects to enable predictive capabilities for the extreme environments
expected in future nuclear reactors and accelerators for SC facilities.

In FY 2024, BES will continue to partner with other SC programs to support the NQISRCs initiated in FY 2020. These centers
focus on a set of QIS applications and cross-cutting topics that span the development space that will impact SC programs,
including sensors, communication, quantum emulators/simulators, and enabling technologies that will pave the path to
exploit quantum computing in the longer term. Research supported by this program will include theory of materials for
quantum applications in computing, communication, and sensing; device science for next-generation QIS systems, including
interface science and modeling of materials performance; and synthesis, fabrication, and characterization of quantum
materials, including integration into novel device architectures to explore QIS functionality.

In partnership with the ASCR, High Energy Physics (HEP), Fusion Energy Sciences (FES), and Nuclear Physics (NP) programs,
BES will continue activities begun in FY 2021 to support multi-disciplinary basic research to accelerate the advancement of
microelectronic technologies in a co-design innovation ecosystem, as called for by the Basic Research Needs for
Microelectronics report.d Among the challenges is discovery science that can lead to low-power microelectronics for edge
computing as well as for exascale computers and beyond. Such computing capabilities will be necessary to analyze the vast
volumes of data that will be generated by future SC facilities. Similarly, transforming power electronics and the electricity
grid into a modern, agile, resilient, and energy-efficient system requires improvements in advanced microelectronics
materials, and their integration within a co-design framework.

d https://science.osti.gov/-/media/bes/pdf/reports/2019/BRN_Microelectronics_rpt.pdf
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Materials Discovery, Design, and Synthesis Research

The discovery and development of new materials has long been recognized as the engine that drives science frontiers,
technology innovations, and advanced manufacturing. Predictive design and discovery of new forms of matter with desired
properties continues to be a significant challenge for materials sciences. A strong, vibrant research enterprise in the
discovery and design of new materials is critical to world leadership—scientifically, technologically, and economically. One
of the goals of this activity is to grow and maintain U.S. leadership in materials discovery by investing in advanced synthesis
capabilities and by coupling these with state-of-the-art user facilities and advanced computational capabilities at DOE
national laboratories, generating scientific knowledge that is foundational to the BES mission, including clean energy and
tackling the impacts of climate change. In FY 2024, these activities will support the SC Energy Earthshots initiative.

The BESAC report on transformative opportunities for discovery science reinforced the importance of the continued growth
of synthesis science, recognizing the opportunity to realize targeted functionality in materials by controlling the synthesis
and assembly of hierarchical architectures and beyond equilibrium matter. In FY 2024, this program will continue to apply
materials discovery and synthesis research to understand the unique properties of rare earth and other critical materials
and minerals, with the goal of reducing their use. New research directions will be inspired by BES reports related to
advanced manufacturing, as well as low-carbon hydrogen and carbon dioxide removal. Understanding of synthesis science
will enable design of new systems that are easier to efficiently convert into similar products with comparable or enhanced
complexity, functionality, and value. Emphasis will include advancing the basic science of advanced manufacturing through
innovative approaches for scalable assembly and integration of predictive modeling with characterization tools tuned to
advanced manufacturing scale, complexity, and speed.

In addition to research on chemical and physical synthesis processes, an important element of this portfolio is research to
understand how to use bio-mimetic and biology-inspired approaches to design and synthesize novel materials with some of
the unique properties found in nature. Major research directions include the controlled synthesis and assembly of
nanoscale materials into functional materials with desired properties; mimicking the low-energy synthesis approaches of
biology to produce materials; bio-inspired materials that assemble autonomously and, in response to external stimuli,
dynamically assemble and disassemble to form non-equilibrium structures; and adaptive and resilient materials that also
possess self-repairing and self-regulating capabilities. The portfolio also supports fundamental research in solid-state
chemistry to enable discovery of new functional materials and the development of new crystal growth methods and thin
film deposition techniques to create complex materials with targeted structure and properties. An important element of
this activity is research to understand the progression of structure and properties as a material is formed, in order to
understand the underlying physical mechanisms and to gain atomic level control of material synthesis and processing,
including the extraordinary challenges for synthesis of quantum materials.

Established Program to Stimulate Competitive Research (EPSCoR)

The DOE EPSCoR program funds early-stage research that supports DOE’s energy mission in states and territories with
historically lower levels of Federal academic research funding. Eligibility determination for the DOE EPSCoR program follows
the National Science Foundation eligibility analysis. Managed by BES, the funding for the EPSCoR program is distributed
among the six major research programs within SC per direction from the FY 2023 Enacted Appropriation.

The DOE EPSCoR program emphasizes research that will improve the capability of designated states and territories to
conduct sustainable and nationally competitive energy-related research; jumpstart research capabilities in designated
states and territories through training scientists and engineers in energy-related areas; and build beneficial relationships
between scientists and engineers in the designated jurisdictions and world-class national laboratories managed by the DOE.
This research leverages DOE national user facilities and takes advantage of opportunities for intellectual collaboration
across the DOE system. Through broadened participation, DOE EPSCoR seeks to augment the network of energy-related
research performers across the Nation.

Annual EPSCoR funding opportunities alternate between a focus on research performed in collaboration with the DOE
national laboratories and a focus on implementation awards that facilitate larger team awards for the development of
research infrastructure in the EPSCoR jurisdictions. The FY 2024 program will focus on EPSCoR State-National Laboratory
Partnership awards promoting single-investigator and small-group interactions with the unique capabilities of the DOE
national laboratory system. The technical scope will include a focus on clean energy research to tackle climate science,
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expanding these important research communities and supporting the SC Energy Earthshots initiative. The program will
continue to support early career scientists from EPSCoR jurisdictions on an annual basis and complementary support for
research grants to eligible institutions, including participation in the RENEW and FAIR initiatives.

Energy Frontier Research Centers

The EFRC program is a unique research modality, bringing together the skills and talents of teams of investigators to
perform energy-relevant, basic research with a scope and complexity beyond what is possible in standard single-
investigator or small-group awards. These multi-investigator, multi-disciplinary centers foster, encourage, and enable
transformative scientific advances. They allow experts from a variety of disciplines to collaborate on shared challenges,
combining their strengths to uncover new and innovative solutions to the most difficult problems in materials sciences. The
EFRCs also support numerous graduate students and postdoctoral researchers, educating and training a scientific workforce
for the 215t century economy. The EFRCs supported in this subprogram focus on the following topics: the design, discovery,
synthesis, characterization, and understanding of novel, solid-state materials that convert energy into electricity; the
understanding of materials and processes that are foundational for electrical energy storage and gas separation; quantum
materials and QIS; microelectronics; and materials for future nuclear energy and waste storage. After thirteen years of
research activity, the program has produced an impressive breadth of scientific accomplishments, including over 15,000
peer-reviewed journal publications.

BES uses a variety of methods to regularly assess the progress of the EFRCs, including annual progress reports, monthly
phone calls with the EFRC Directors, periodic Directors’ meetings, and on-site visits by program managers. Each EFRC
undergoes a review of its management structure and approach in the first year of the award and a midterm assessment of
scientific progress compared to its scientific goals. To facilitate communication of results to other EFRCs and DOE, BES holds
scientific meetings of the EFRC researchers biennially.

In FY 2024, BES plans to issue a Funding Opportunity Announcement (FOA) to recompete the four-year EFRC awards that
were made in FY 2020. Emphasis will be placed on topical areas of the highest priority to the Department, including QIS,
microelectronics, transformative manufacturing, and other program priorities.

Energy Earthshot Research Centers

The EERC program was launched in FY 2023, building on the success of the EFRCs. Like the EFRCs, EERCs will bring together
multi-investigator, multi-disciplinary teams to perform energy-relevant research with a scope and complexity beyond what
is possible in standard single-investigator or small-group awards. Beyond the scope of the EFRCs, EERCs will address the gap
between basic research and the applied research and development activities to facilitate the exchange of knowledge
between SC and the DOE energy technology offices, which is key to realizing the stretch goals of the Energy Earthshots.
EERCs will support team awards involving academic, national lab, and industrial researchers with joint planning by SC and
energy technology offices, establishing a new era of cross-office research cooperation. The funding will focus efforts directly
at the interface, ensuring that directed fundamental research and capabilities at SC user facilities tackle the most
challenging barriers identified in the applied research and development activities.

Existing DOE Energy Earthshots include the Hydrogen Shot, the Long Duration Storage Shot, the Carbon Negative Shot, the
Enhanced Geothermal Shot, the Floating Offshore Wind Shot, and the Industrial Heat Shot. Additional topics are under
consideration for future announcements. From a science perspective, many research gaps for the Energy Earthshots
crosscut all topics and will provide a foundation for other clean energy technology challenges, including biotechnology,
critical minerals/materials, energy-water, subsurface science (including geothermal research), and materials and chemical
processes under extreme conditions for nuclear applications. These gaps require multiscale computational and modeling
tools, new Al/ML technologies, real-time characterization, including in extreme environments, and development of the
scientific base to co-design processes and systems rather than individual materials, chemistries, and components. EERCs
will leverage individual Center research to cross-fertilize the ideas that emerge in one topical area to benefit others with
similar challenges accelerating the science, as well as the technologies.

The FY 2024 Request continues support for the EERCs established in FY 2023 and provides additional support for Centers
associated with new Energy Earthshots.
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Energy Innovation Hubs

The Batteries and Energy Storage Energy Innovation Hub program was initiated by BES in 2012 and supported the Joint
Center for Energy Storage Research (JCESR) for ten years. JCESR was a multi-institutional research team led by Argonne
National Laboratory (ANL) in collaboration with multiple other national laboratories and universities, as well as the Army
Research Laboratory and industry. JCESR focused on early-stage research to tackle forefront, basic scientific challenges for
next-generation electrochemical energy storage. In FY 2024, BES will continue to support Batteries and Energy Storage
Energy Innovation Hub awards initiated in FY 2023 as a result of an open recompetition of the program. Based on
established best practices for managing large awards, BES will continue to require quarterly reports, frequent
teleconferences, and annual progress reports and peer reviews to communicate progress, provide input on the technical
directions, and ensure high-quality, impactful research.

Computational Materials Sciences

Major strides in materials synthesis, processing, and characterization, combined with concurrent advances in computational
science enabled by enormous improvements in high-performance computing capabilities; also, have opened an
unprecedented opportunity to design new materials with specific functions and physical properties. The opportunity is to
leap beyond simple extensions of current theory and models of materials towards a paradigm shift in which specialized
computational codes and software enable the design, discovery, and development of new materials or functionalities, and
in turn, create new advanced, innovative technologies.

Awards in this program focus on the creation of computational codes and associated experimental/computational
databases for the design of materials with new advanced functionalities. The research includes development of new ab
initio theory, contributing the generated data to databases, as well as advanced characterization and controlled synthesis to
validate the computational predictions. It uses the unique world-leading tools and instruments at DOE’s user facilities. The
computational codes will use DOE’s leadership computational facilities and be positioned to take advantage of today’s
petascale and exascale high-performance computers. This will result in open source, robust, experimentally validated, user-
friendly software that captures the essential physics of relevant materials systems. These codes and generated data will be
disseminated for use by the broader research community and by industry to accelerate the design of new functional
materials.

BES manages the computational materials science research activities using the approaches developed for similar small and
large team modalities. Management reviews by a peer review panel are held in the first year of the award for large teams.
Mid-term peer reviews are held to assess scientific progress, with regular teleconferences, annual progress reports, and
active oversight by BES throughout the performance period. In FY 2024, the funding associated with the four-year awards in
FY 2020 will be recompeted. Within available resources, BES will prioritize transitioning ECP researchers, software, and
technologies into core research efforts and DOE priority research areas as ECP concludes.
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Activities and Explanation of Changes

Basic Energy Sciences
Materials Sciences and Engineering

(dollars in thousands)

Explanation of Changes

FY 2023 Enacted FY 2024 Request FY 2024 Request vs FY 2023 Enacted
Materials Sciences and
Engineering $548,780 $572,129 +$23,349
Scattering and Instrumentation
Sciences Research $105,971 $107,713 +51,742
Funding continues to focus on the development and ~ The Request will continue to focus on the Expanded investments will broaden RENEW activities,
use of advanced characterization tools to address the development and use of advanced characterization including a RENEW graduate fellowship. Investments
most challenging fundamental questions in materials  tools to address the most challenging fundamental will emphasize basic research related to clean energy
science, including quantum behavior and properties.  questions in materials science, including quantum and advanced manufacturing and will provide
The use of multiscale and multimodal techniques to behavior and properties. The use of multiscale and research and training opportunities for
extract information on multiple length and time scales multimodal techniques to extract information on underrepresented communities and institutions.

is a growing emphasis, as is the development and
application of cryogenic microscopy techniques to
answer open questions in physical sciences. Advanced
instrumentation research can be applied to diverse
national priorities, including QIS, clean energy
science, advanced manufacturing, and preparedness
for biological threats. Funding supports the RENEW,
FAIR, and Accelerate initiatives.

multiple length and time scales is a growing emphasis,
as is the development and application of cryogenic
microscopy techniques to answer open questions in
physical sciences. Advanced instrumentation research
can be applied to diverse national priorities, including
QlS, clean energy science, tackling climate change,
advanced manufacturing, and preparedness for
biological threats. The RENEW initiative expands
targeted efforts to increase participation and
retention of individuals from underrepresented
groups in SC research activities. The Request supports
the FAIR and Accelerate initiatives.
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(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

Condensed Matter and Materials
Physics Research $203,807

$221,214

+517,407

Funding continues to emphasize the understanding
and control of the fundamental properties of
materials that are central to their functionality in a
wide range of clean energy-relevant technologies,
including critical materials/minerals, and for reduction
of climate change impacts. Exploration of quantum
materials remains a high priority, and particularly the
role that these materials play in microelectronics,
accelerators, and the broad emerging field of QIS. The
program continues to partner with other SC program
offices to support the NQISRCs that were initiated in
FY 2020. Additional investments support the SC
Energy Earthshots initiative, including the response of
materials to environmental conditions, such as
temperature, light, corrosive chemicals, and radiation,
particularly in the context of future clean energy
technologies.

The Request will continue to emphasize the
understanding and control of the fundamental
properties of materials, including critical materials,
that are central to their functionality in a wide range
of clean energy-relevant technologies such as solar
and for reduction of climate change impacts.
Exploration of quantum materials remains a high
priority, and particularly the role that these materials
play in microelectronics, accelerators, and the broad
emerging field of QIS. The program will continue to
partner with other SC program offices to support the
NQISRCs that were initiated in FY 2020. Additional
investments will support the SC Energy Earthshots
initiative, including the response of materials to
environmental conditions, such as temperature, light,
corrosive chemicals, and radiation, particularly in the
context of future clean energy technologies. New
Microelectronics Science Research Centers are
established, as authorized under the CHIPS and
Science Act (Section 10731, Micro Act).

Expanded investments will include support for the SC
Energy Earthshots initiative including robust materials
for energy/infrastructure and thermal processing
innovation and new microelectronics research
centers. Investments will emphasize basic research
related to clean energy and advanced manufacturing,
and Al/ML, and will provide research and training
opportunities for underrepresented communities and
institutions.
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(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

Materials Discovery, Design, and
Synthesis Research $97,097

$101,297

+$4,200

Funding continues support for the design, discovery,
and synthesis of novel forms of matter with desired
properties and functionalities with an emphasis on
advancing the fundamental science relevant to future
low-carbon manufacturing and reduction of climate
change impacts, including innovative approaches to
scalable assembly and integration of characterization
and predictive modeling. Research continues to
explore science-based solutions to materials
criticality. Research on bio-mimetic and biology-
inspired materials is relevant to energy technologies
as well as other national priorities such as
preparedness for and response to biological threats.
Additional investments in these topical areas focus on
support for the SC Energy Earthshots initiative.

The Request will continue support for the design,
discovery, and synthesis of novel forms of matter with
desired properties and functionalities with an
emphasis on advancing the fundamental science
relevant to future low-carbon manufacturing and
clean energy technologies, including innovative
approaches to scalable assembly and integration of
characterization and predictive modeling. Research
will continue to explore science-based solutions to
materials criticality. Research on bio-mimetic and
biology-inspired materials is relevant to energy
technologies as well as other national priorities such
as preparedness for and response to biological
threats. Additional investments in these topical areas
will focus on support for the SC Energy Earthshots
initiative.

Expanded investments will support the SC Energy
Earthshots initiative, including robust materials for
energy/infrastructure. Investments will emphasize
basic research related to clean energy and advanced
manufacturing and will provide research and training
opportunities for underrepresented communities and
institutions.
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(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

Established Program to Stimulate
Competitive Research (EPSCoR) $25,000

$25,000

S —

Funding continues to support early-stage R&D,
including research that underpins DOE energy
technology programs, the SC Energy Earthshots
initiative, and innovations for climate science.
Following the previous year’s focus on State-National
Laboratory Partnership awards, FY 2023 emphasizes
Implementation Awards to larger multiple
investigator teams that develop research capabilities
in EPSCoR jurisdictions. The FY 2023 funding
opportunity considers new and renewal proposals.
Investment continues in early career research faculty
from EPSCoR-designated jurisdictions and in co-
investment with other programs for awards to eligible
institutions.

The Request will continue to support early-stage R&D,
including research that underpins DOE energy
technology programs, the SC Energy Earthshots
initiative, and innovations for climate science.
Following the previous year’s focus on
Implementation awards, FY 2024 will emphasize
State-National Laboratory Partnership awards, single
investigator and small group grants that promote
interactions with the unique capabilities and expertise
at the DOE national labs. The FY 2024 funding
opportunity will consider only new proposals.
Investment will continue in early career research
faculty from EPSCoR-designated jurisdictions and in
co-investment with other programs for awards to
eligible institutions.

Funding will focus on State-National Laboratory
Partnership awards promoting interactions between
EPSCoR institutions and the DOE national laboratory
system, with expanded investments in clean energy,
climate science, and low-carbon manufacturing
research as well as connections to the SC Energy
Earthshots initiative. Teams will be encouraged to
include institutions serving underrepresented and
minority communities. EPSCoR will continue to
participate in the SC-wide RENEW and FAIR initiatives
to provide training and research opportunities for
students and academic institutions not currently well
represented in the U.S. S&T ecosystem.

Energy Frontier Research Centers $65,000

$65,000

S —

Funding provides the fourth year of support for the
four-year EFRC awards that were made in FY 2020 and
the second year of support for awards that were
made in FY 2022.

The Request will provide the third year of support for
four-year EFRC awards that were made in FY 2022 in a
broad range of topical areas relevant to clean energy,
advanced manufacturing, and other national priorities
such as QIS and microelectronics. In addition, BES
plans to issue a solicitation in FY 2024 to recompete
the EFRC awards made in FY 2020, with emphasis on
QIS, microelectronics, transformative manufacturing,
and other high-priority topics.

Technical emphasis for the EFRC program will
continue to include research directions identified in
recent strategic planning activities and aligned with
program priorities, including research related to QIS,
microelectronics, and low-carbon manufacturing.
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(dollars in thousands)

FY 2023 Enacted

FY 2024 Request

Explanation of Changes
FY 2024 Request vs FY 2023 Enacted

Energy Earthshot Research Centers $12,500

$12,500

S —

Funding supports a FOA to be released by SC (BES,
ASCR, BER), in coordination with the DOE Technology
Offices, for the initial cohort of EERCs. EERCs will bring
together the multi-investigator, multi-disciplinary
teams necessary to perform energy-relevant research
that bridges the gap between basic research and
applied research and development activities. They
emphasize the innovations at the basic-applied
interface required to advance the current Energy
Earthshot topics and those announced by DOE prior
to release of the FOA.

The Request will provide the second year of support
for the initial cohort of EERCs that were initiated in
FY 2023 and will support new EERCs for topics
announced prior to FY 2024.

Technical emphasis for the EERC program will be on
Energy Earthshot topics, including low-carbon
hydrogen, long-duration energy storage, carbon
dioxide removal, geothermal energy, offshore wind,
industrial heat decarbonization, and new topics
announced prior to FY 2024.

Energy Innovation Hubs $25,913

$25,913

S —

Funding supports an open re-competition of the
Batteries and Energy Storage Hub program.

The Request will support the second year of funding
for one or more new Batteries and Energy Storage
Hub awards initiated in FY 2023 as a result of an open
competition.

Funding will continue to support next-generation
batteries and energy storage research.
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(dollars in thousands)

Explanation of Changes

FY 2023 Enacted FY 2024 Request FY 2024 Request vs FY 2023 Enacted
Computational Materials Sciences $13,492 $13,492 S —
Funding continues research that focuses on The Request will support the second year of funding  Funding will continue to support research focused on
development of computational codes and associated  for awards made in FY 2023. The Request will the development of computational codes and
experimental and computational databases for the continue to support research aimed at the associated experimental and computational
predictive design of functional materials. The research development of open source, validated software that databases for the predictive design of functional
includes development of new ab initio theory, takes advantage of DOE’s leadership computational materials.

populating databases, and advanced characterization
and controlled synthesis to validate the
computational predictions. The goal is open source,
validated software that uses today’s DOE’s leadership
computational facilities and is poised to take
advantage of tomorrow’s exascale high-performance
computers. BES plans to issue a FOA in FY 2023 to
recompete awards made in FY 2019.

facilities. BES plans to issue a FOA in FY 2024 to
recompete awards made in FY 2020. BES will prioritize
transitioning ECP researchers, software, and
technologies into core research efforts and DOE
priority research areas as ECP concludes.

Note:

- Funding for the subprogram above, includes 3.65 percent of research and development (R&D) funding for the Small Business Innovation Research (SBIR) and Small Business
Technology Transfer (STTR) Programs, excluding facility operations.
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Basic Energy Sciences
Chemical Sciences, Geosciences, and Biosciences

Description

Development of innovative clean energy technologies relies on understanding and ultimately controlling transformations of
energy among forms and conversions of matter across multiple scales starting at the atomic level. The Chemical Sciences,
Geosciences, and Biosciences subprogram supports research to discover fundamental knowledge of chemical reactivity and
energy conversion that is the foundation for energy-relevant chemical processes, such as catalysis, synthesis, separations,
and light-driven chemical transformations. The research addresses how physical and chemical phenomena at the scales of
electrons, atoms, and molecules control complex and collective behavior of macroscopic-scale energy and matter
conversion systems. At the most fundamental level, research to understand quantum mechanical behavior is rapidly
evolving into the ability to control and direct such behavior to achieve desired outcomes. Fundamental knowledge
developed through this subprogram can enable ground-breaking science to tailor chemical transformations with atomic and
molecular precision. The challenge is to achieve predictive understanding of complex chemical, geochemical, and
biochemical systems at the same level of detail now known for simpler molecular systems.

To address these challenges, the portfolio includes coordinated research activities in three areas:

= Fundamental Interactions Research—Discover the foundational factors controlling chemical reactivity and dynamics in
gas and condensed phases, and at interfaces, based on understanding quantum interactions among photons, electrons,
atoms, and molecules.

=  Chemical Transformations Research—Understand and control the mechanisms of chemical catalysis, synthesis,
separation, stabilization, and transport in complex chemical and subsurface systems, from atomic to geologic scales.

=  Photochemistry and Biochemistry Research—Elucidate the molecular mechanisms of the capture of light energy and
its conversion into electrical and chemical energy through biological and chemical pathways.

The Request continues the highest-priority fundamental research, including a focus on scientific understanding to
accelerate innovation that can reduce impacts of climate change and advance clean energy technologies, infrastructure,
and a circular economy. Support will continue for research to discover and develop chemical processes for low-carbon,
efficient, and circular approaches to advanced manufacturing. Related research emphasizes the chemistry, separations, and
substitutions important for reducing dependence on critical materials and minerals and for promoting innovative and
robust manufacturing supply chains. Fundamental biochemistry will discover principles that can enable biomimetic and
biohybrid clean energy systems and guide new approaches in biotechnology. Research on molecular science will advance
innovations for microelectronics and increase understanding of the phenomena relevant to QIS and quantum computing.
Integration of data science and computational chemistry, bringing simulation and experiments together, will provide tools
and infrastructure needed for shared data repositories.

Five synergistic, foundational research themes are at the intersections of multiple research focus areas in this portfolio.
Ultrafast Chemistry probes electron and atom dynamics to understand energy and chemical conversions. Chemistry at
Complex Interfaces advances understanding of how interfacial dynamics and structural and functional disorder influence
chemical phenomena. Charge Transport and Reactivity explores how charge dynamics contribute to energy flow and
chemical conversions. Reaction Pathways in Diverse Environments discovers the influence of nonequilibrium,
heterogeneous, nanoscale, and extreme environments on complex reaction mechanisms. Chemistry in Aqueous
Environments addresses water’s unique properties and the role it plays in energy and chemical conversions.

The subprogram supports a diverse portfolio of research efforts including single investigators, small groups, and larger
multi-investigator, cross-disciplinary teams through EFRCs, the Fuels from Sunlight Energy Innovation Hub program,
Computational Chemical Sciences, data science, and QIS to advance foundational science that can enable critical clean
energy technologies. The subprogram also partners across SC to support the NQISRCs that were established in FY 2020 and,
new in FY 2023, EERCs (in partnership with ASCR, BER, and with DOE energy technology offices). This subprogram also
supports the RENEW initiative, expanding targeted efforts, including a RENEW graduate fellowship, to broaden participation
and advance belonging, accessibility, justice, equity, diversity, and inclusion in SC-sponsored research; the FAIR initiative
focused investment on enhancing research on clean energy, climate, and related topics at minority serving and under-

Science/Basic Energy Sciences 97 FY 2024 Congressional Justification



served institutions; and the Accelerate initiative for scientific research to accelerate the transition of science advances to
energy technologies.

Fundamental Interactions Research

This activity emphasizes structural and dynamical studies of atoms, molecules, and nanostructures, and the description of
their interactions in full guantum detail. The goal is to achieve a complete understanding of reactive chemistry in the gas
phase, in condensed phases, and at interfaces. This activity provides leadership for ultrafast chemistry and advances
ultrafast tools and approaches to probe and control chemical processes. Research also supports theory and computation
for accurate descriptions of molecular reactions and chemical dynamics. These efforts provide the foundational knowledge
and the state-of-the-art experimental and computational tools necessary to advance the subprogram’s research activities
and the BES mission, including clean energy approaches that can reduce impacts contributing to climate change.

The principal research thrusts in this activity are atomic, molecular, and optical sciences (AMQOS), gas phase chemical
physics (GPCP), condensed phase and interfacial molecular science (CPIMS), and computational and theoretical chemistry
(CTC). AMOS research emphasizes the fundamental interactions of atoms and molecules with electrons and photons, to
characterize and control their behavior. Novel attosecond sources, x-ray free electron laser sources such as the LCLS-1I, and
ultrafast electron diffraction are used to image the ultrafast dynamics of electrons and charge transport. CPIMS research
emphasizes foundational research at the boundary of chemistry and physics, pursuing a molecular-level understanding of
chemical, physical, and electron- and photon-driven processes in liquids and at interfaces. Experimental, theoretical, and
computational investigations in the condensed phase and at interfaces elucidate the molecular-scale chemical and physical
properties and interactions that govern condensed phase structure and dynamics. The GPCP program supports research on
fundamental gas-phase chemical processes important in energy applications. Research in this program explores chemical
reactivity, kinetics, and dynamics in the gas phase at the level of electrons, atoms, molecules, and nanoparticles. The CTC
program supports development, improvement, and integration of new and existing theoretical and massively parallel
computational or data-driven strategies for the accurate and efficient prediction or simulation of processes and
mechanisms. Research in this area is crucial to utilize emerging exascale computing facilities and to optimize use of existing
leadership class computers, leveraging U.S. leadership in the development of open-source computational chemistry codes
and databases. In the context of the NQISRCs, this research also lays the groundwork for applications of future quantum
computers to computational quantum chemistry.

In FY 2024, BES, in partnership with other SC programs, will continue support for the multi-disciplinary multi-institutional
QIS centers, initiated in FY 2020. The NQISRCs will focus on a set of QIS applications or cross-cutting topics including
innovative research on sensors, quantum emulators/simulators, and enabling technologies that will pave the path to exploit
guantum computing in the longer term. Research initiated in FY 2021 in microelectronics will continue with a focus on
unraveling complex mechanisms of chemical reactions at interfaces to inform the design and synthesis of new materials.®
Research in clean energy and low-carbon manufacturing will continue to address science that is foundational to novel
synthesis, processing, modeling, operando characterization, and validation approaches for manufacturing. The Fundamental
Interactions activity will continue to advance data science and computational approaches for chemical sciences with a focus
on integration of databases and computational chemistry tools for the generation of scientific knowledge that is
foundational to the BES mission.

Chemical Transformations Research

This activity seeks fundamental knowledge of chemical reactivity, matter and charge transport, and chemical separation
and stabilization processes that are foundational for developing future clean energy and advanced manufacturing
technologies, and for innovations to mitigate or adapt to climate change. Core research areas include catalysis science,
separation science, heavy element chemistry, and geosciences. The research entails use of ultrafast spectroscopy to follow
transient species during reactions; advances the understanding of charge transport and reactivity, which determine the
kinetics of electrocatalytic, separations, and geochemical processes; explores the influence of complex interfaces on
chemical transformations; develops the mechanistic insight needed to control reaction pathways in diverse catalytic,
separation, and geological environments; and develops understanding of chemistry in subsurface and aqueous systems
important in sustainable chemical processes.

€ https://science.osti.gov/-/media/bes/pdf/reports/2019/BRN_Microelectronics_rpt.pdf
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Catalysis science research is focused on understanding reaction mechanisms, precise synthesis, operando characterization,
manipulation of catalytic active sites and their environments, and control of reaction conditions for efficiency and
selectivity. A primary goal is the molecular-level control of chemical transformations relevant to the sustainable conversion
of energy resources, with emphasis on thermal and electrochemical conversions. Separation science research seeks to
understand and ultimately predict and control the atomic and molecular interactions and energy exchanges determining
the efficiency and viability of chemical separations, with emphasis on critical elements and atmospheric CO,. The major
focus is to advance discovery of principles and predictive design of future chemical separation approaches with improved
efficiencies. Heavy element chemistry provides foundational knowledge on the influence of complex environments, such as
multiple phases and extreme conditions of temperature and radiation, on the dynamic behavior of actinide compounds. A
primary goal is to advance understanding of the unique chemistry of f-electron systems that is required to design new
ligands for actinide and rare-earth separations processes, to predict the chemical evolution of actinides in nuclear wastes
and next-generation reactors, and to improve models of actinide environmental transport. Geosciences research provides
the fundamental science underlying the subsurface chemistry and physics of natural substances under extreme conditions
of pressure or confined environments. Areas of emphasis include the molecular-level understanding of phase equilibria,
reaction mechanisms and rates associated with aqueous geochemical processes, the distribution and accumulation of
elements in the earth upper mantle, and a mechanistic understanding of the origins of subsurface physical properties and
the response of earth materials subject to chemo-mechanical stress.

In FY 2024, this activity will continue to support efforts central to transformative approaches to advanced manufacturing,’
including predictive design of catalytic and separations processes for circular use of natural and synthetic resources with
atom and energy efficiency, as exemplified by polymer upcycling.t In support of the Energy Earthshot initiative, this activity
will increase focus on discovery and design of sustainable cycles for carbon and hydrogen, by means of enhanced carbon
separation from both dilute and concentrated sources and clean energy cycles of hydrogen generation, storage, and use.
Also supporting the Energy Earthshot initiative, research will increase the fundamental knowledge of subsurface processes
across spatial and temporal scales—such as mineralization, crack propagation, and rock fracture—that is critical for
developing innovative clean energy technologies for the subsurface. Support will also continue for research to address
challenges in critical materials with focus on novel approaches for resource identification and extraction, selective
separation, and substitution and use of critical elements. Research will continue to investigate the unique quantum
phenomena enabled by f-electron elements, including rare earth elements and actinides. The use of data science and Al/ML
approaches will continue to be emphasized in research across the portfolio to accelerate the generation and propagation of
scientific knowledge that is foundational to the BES mission.

Photochemistry and Biochemistry Research

This activity supports research on the molecular mechanisms that capture light energy and convert it into electrical and
chemical energy in both natural and man-made systems. This mechanistic understanding can inspire new strategies to
control reaction pathways critical for clean energy conversions and for innovations to tackle climate change. An important
component of the Photochemistry and Biochemistry activity is its leadership role in the support of basic research in both
natural photosynthesis and solar photochemistry. Research explores the dynamic mechanisms of charge transport and
reactivity that advances understanding of absorption, transfer, and conversion of energy across spatial and temporal scales
and on redox interconversion of small molecules (e.g., carbon dioxide/methane, nitrogen/ammonia, and
protons/hydrogen) important for clean fuels (e.g., solar fuels). Studies of ultrafast chemistry and photo-driven quantum
coherence probe the short time-scales critical in natural photosynthesis and artificial molecular systems and can provide
insights into the role of quantum phenomena in chemical and biochemical reactions. Research expands understanding of
the influence of complex interfaces and aqueous environments on the dynamics and function of enzymes, natural and
artificial membranes, and nano- to meso-scale structures.

This activity integrates multidisciplinary research at the interface of chemistry, physics, and biology. Research of biological
systems provides insights for understanding and enhancing man-made chemical systems. In a reciprocal manner, studies of
chemical (non-biological) systems provide insights on the dynamics and reactivity underlying biochemical processes.

f https://science.osti.gov/-/media/bes/pdf/reports/2020/Transformative_Mfg_Brochure.pdf
& https://science.osti.gov/-/media/bes/pdf/reports/2020/Chemical_Upcycling_Polymers.pdf
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Research in natural photosynthesis advances knowledge of biological mechanisms of solar energy capture and conversion
and can inspire development of bio-hybrid, biomimetic, and artificial photosynthetic systems for clean energy production
and biotechnology. Studies of complex multielectron redox reactions, electron bifurcation, and quantum phenomena in
biological systems can suggest innovative approaches to energy conversion and storage strategies for clean energy,
biotechnology approaches, and climate change mitigation technologies. Complementary research on the elementary steps
of light absorption, charge separation, and charge transport of solar energy conversion in man-made systems provides
foundational knowledge for the use of solar energy for carbon-neutral fuel production and electricity generation. Research
also addresses fundamental effects of ionizing radiation to understand chemical reactions in extreme environments and to
provide insights for remediation, fuel-cycle separation, and design of nuclear reactors.

In FY 2024, research will continue to establish a molecular-level understanding of biochemical and photochemical
processes. Efforts will build on BES biochemistry and biophysics research to discover and design chemical processes and
complex structures that can enable innovations for clean energy technologies, advanced manufacturing and
microelectronics, and climate change mitigation, such as bio-inspired, biohybrid, and biomimetic systems with desired
functions and properties. Studies of photo-driven quantum coherence in natural photosynthesis and artificial molecular
systems will continue with the goal of developing new strategies for efficient solar energy use. Research will also address
challenges of reducing the use of critical and rare earth elements in light absorbers and catalysts for clean energy. In
support of the Energy Earthshot initiative, this activity will increase support for research to identify new approaches for
harnessing solar energy for chemical conversions, providing knowledge that could enable carbon-neutral hydrogen
technologies and advance strategies for other solar fuels. This activity supports the Accelerate initiative that targets
scientific research to accelerate the transition of science advances to energy technologies. This activity provides support for
the ongoing SC-wide RENEW initiative and for the new FAIR initiative to build stronger programs at underrepresented
institutions, including those in underserved and environmental justice communities, with a focus on enhancing research on
clean energy, climate, and related topics.

Energy Frontier Research Centers

The EFRC program is a unique research modality, bringing together the skills and talents of teams of investigators to
perform energy-relevant, basic research with a scope and complexity beyond what is possible in standard single-
investigator or small-group awards. These multi-investigator, multi-disciplinary centers foster, encourage, and accelerate
basic research to enable transformative scientific advances. They allow experts from a variety of disciplines to collaborate
on shared challenges, combining their strengths to uncover new and innovative solutions to the most difficult problems in
chemical sciences, geosciences, and biosciences. The EFRCs also support numerous graduate students and postdoctoral
researchers, educating and training a scientific workforce for the 215t-century. The EFRCs supported in this subprogram
focus on the following topics: the design, discovery, characterization, and control of the chemical, biochemical, and
geological processes for improved electrochemical conversion and storage of energy; the understanding of catalytic
chemistry and biochemistry that are foundational for fuels, chemicals, separations, and polymer upcycling; interdependent
energy-water issues; QIS; future nuclear energy and the chemistry of waste processing; and advanced interrogation and
characterization of the earth’s subsurface. After thirteen years of research activity, the program has produced an
impressive range of scientific accomplishments, including over 15,000 peer-reviewed journal publications.

BES uses a variety of methods to regularly assess the progress of the EFRCs, including annual progress reports, monthly
phone calls with the EFRC Directors, periodic Directors’ meetings, and on-site visits by program managers. Each EFRC
undergoes a review of its management structure and approach in the first year of the award and a mid-term assessment by
outside experts of scientific progress compared to its scientific goals. To facilitate communication of results to other EFRCs
and DOE, BES holds meetings of the EFRC researchers biennially.

In FY 2024, BES plans to issue a FOA to recompete the four-year EFRC awards that were made in FY 2020. Emphasis will be

placed on topical areas of the highest priority to the Department, including QIS, microelectronics, transformative
manufacturing, and other program priorities.
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Energy Earthshot Research Centers

The EERC program was launched in FY 2023, building on the success of the EFRCs. Like the EFRCs, EERCs will bring together
multi-investigator, multi-disciplinary teams to perform energy-relevant research with a sco