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Preface

This document was developed for the U.S. Department of Energy Uniform Methods Project (UMP). The UMP provides model protocols for determining energy and demand savings that result from specific energy-efficiency measures implemented through state and utility programs. In most cases, the measure protocols are based on a particular option identified by the International Performance Verification and Measurement Protocol; however, this work provides a more detailed approach to implementing that option. Each chapter is written by technical experts in collaboration with their peers, reviewed by industry experts, and subject to public review and comment. The protocols are updated on an as-needed basis.
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Protocol Updates

The original version of this protocol was published in January 2015. The authors updated the protocol in 2017 by making the following changes:

* Incorporated findings from recent research comparing the accuracy of savings estimates from randomized experiments and quasi-experiments
* Presented new developments in the estimation of energy savings from behavior-based programs, including the post-period only model with pre-period controls (Allcott 2014)
* Updated the discussion of randomized encouragement designs to emphasize the importance of having large sample sizes or a sufficient proportion of compliers as well as the application of instrumental variables two-stage least squares for obtaining estimates of the local average treatment effect
* Incorporated new research regarding the calculation of statistical power and sizing of analysis samples
* Provided more guidance about estimating impacts of behavior-based programs on participation in other energy efficiency programs
* Edited the text in various places to improve organization or to clarify concepts and recommendations.

The authors updated the protocol again in 2019 by making these changes regarding measurement of energy efficiency program uplift and behavior program savings persistence and measure life:

* Recommended the use of difference-in-differences rather than simple differences to estimate the lift in efficiency program participation and savings from behavior-based measures
* Overviewed recent research concerning behavior-based savings persistence and measure life
* Presented concepts related to behavior-based savings persistence and measure life and a savings accounting framework to demonstrate how program administrators can perform HER savings accounting with a multi-year measure life
* Provided specific guidance to evaluators about econometrically estimating savings persistence and measure life
* Discussed practical difficulties of estimating savings persistence and measure life
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1. Measure Description

Residential behavior-based (BB) programs use strategies grounded in the behavioral and social sciences to influence household energy use. These may include providing households with real-time or delayed feedback about their energy use; supplying energy efficiency education and tips; rewarding households for reducing their energy use; comparing households to their peers; and establishing games, tournaments, and competitions.[[1]](#footnote-2) BB programs often target multiple energy end uses and encourage energy savings, demand savings, or both. Savings from BB programs are usually a small percentage of energy use, typically less than 5%.[[2]](#footnote-3)

Utilities introduced the first large-scale residential BB programs in 2008. Since then, dozens of utilities have offered these programs to their customers.[[3]](#footnote-4) Although program designs differ, many share these features:

* They are implemented as randomized experiments wherein eligible homes are randomly assigned to treatment or control groups.
* They are large scale by energy efficiency program standards, targeting thousands of utility customers.
* They provide customers with analyses of their historical consumption, energy savings tips, and energy efficiency comparisons to neighboring homes, either in personalized home reports or through a web portal, or offer incentives for savings energy.
* They are typically implemented by outside vendors.[[4]](#footnote-5)

Utilities will continue to implement residential BB programs as large-scale, randomized control trials (RCTs); however, some are now experimenting with alternative program designs that are smaller scale; involve new communication channels such as the web, social media, and text messaging; or that employ novel strategies for encouraging behavior change (for example, Facebook competitions).[[5]](#footnote-6) These programs will create new evaluation challenges and may require different evaluation methods than those currently employed to verify any savings they generate. Quasi-experimental methods, however, require stronger assumptions to yield valid savings estimates and may not measure savings with the same degree of validity and accuracy as randomized experiments.

1. Application Conditions of Protocol

This protocol recommends the use of RCTs or randomized encouragement designs (REDs) for estimating savings from BB programs. A significant body of research indicates that randomized experiments result in unbiased and robust estimates of program energy and demand savings. Moreover, recently evaluators have conducted studies comparing the accuracy of savings estimates from randomized experiments and quasi-experiments or observational studies. These comparisons suggest that randomized experiments produce the most accurate savings estimates.[[6]](#footnote-7)

This protocol applies to BB programs that satisfy the following conditions:[[7]](#footnote-8)

* Residential utility customers are the target.
* Energy or demand savings are the objective.
* An appropriately sized analysis sample can be constructed.
* Treated customers can be identified and accurate energy use measurements for sampled units are available.
* It must be possible to isolate the treatment effect when measuring savings.

This protocol applies only to residential BB programs. Although the number of nonresidential BB programs is growing, utilities offer a larger number of residential BB programs and to a much larger number of residential customers.[[8]](#footnote-9) As evaluators accumulate more experience, the National Renewable Energy Laboratory (NREL) could expand this protocol to cover nonresidential programs to which similar evaluation methods are applicable.

This protocol also addresses best practices for estimating energy and demand savings. There are no significant conceptual differences between measuring energy savings and measuring demand savings when interval data are available; thus, evaluators can apply the algorithms in this protocol for calculating BB program savings to either. The protocol does not directly address the evaluation of other BB program objectives, such as increasing utility customer satisfaction, educating customers about their energy use, or increasing awareness of energy efficiency.[[9]](#footnote-10) But these program outcomes could be studied in a complementary fashion alongside the energy savings.

This protocol also requires that the analysis sample be large enough to detect the expected savings with a high degree of confidence. Because most BB programs result in small percentage savings, a large sample size is required to detect savings. This protocol does not address evaluations of BB programs with a small number of participants.

Finally, this protocol requires that the energy use of participants or households affected by the program (for the treatment and control groups) can be clearly identified and measured. Typically, the analysis unit is the household; in this case, treatment group households must be identifiable and individual household energy use must be measurable. However, depending on the BB program, the analysis units may not be households. For example, for a BB program that generates an energy competition between hundreds of housing floors at a university, the analysis unit may be floors; in this case, the energy use measurement of individual floors must be available.

The characteristics of BB programs that *do not* determine the applicability of the evaluation protocol include:

* Whether the program is opt-in or opt-out[[10]](#footnote-11)
* The specific behavior-modification theory or strategy
* The channel(s) through which program information is communicated.

Although this protocol strongly recommends RCTs or REDs, it also recognizes that implementing these methods may not always be feasible. Government regulations or program designs may prevent the utilization of randomized experiments for evaluating BB programs. In these cases, evaluators must employ quasi-experimental methods, which require stronger assumptions than do randomized experiments to yield valid savings estimates.[[11]](#footnote-12) If these assumptions are violated, quasi-experimental methods may produce biased results. The extent of the biases in the estimates is not knowable *ex ante*, so results will be less reliable. Because there is currently not enough evidence of quasi-experimental methods that perform well, this protocol refrains from recommending non-RCT evaluation methods. As noted above, studies have found quasi-experiments produce less accurate savings estimates than randomized experiments. A good reference for applying quasi-experimental methods to BB program evaluation is State and Local Energy Efficiency Action (SEE Action) (2012) or Cappers et al. (2013). As more evidence accumulates about the efficacy of quasi-experiments, the National Renewable Energy Laboratory may update this protocol as appropriate.

* 1. Examples of Protocol Applicability

Examples of residential BB programs for which the evaluation protocol applies follow:

* **Example 1:** A utility sends energy reports encouraging conservation steps to thousands of randomly selected residential customers.
* **Example 2:** Several hundred residential customers enroll in a Wi-Fi-enabled thermostat pilot program offered by the utility.
* **Example 3:** A utility invites thousands of residential customers to use its web portal to track their energy use in real time, set goals for energy saving, find ideas about how to reduce their energy use, and receive points or rewards for saving energy.
* **Example 4**: A utility sends voice, text, and email messages to thousands of residential utility customers encouraging—and providing tips for— reducing energy use during an impending peak demand event.

Examples of programs for which the protocol does not apply follow:

* **Example 5:** A utility uses a mass-media advertising campaign that relies on radio and other broadcast media to encourage residential customers to conserve energy.
* **Example 6:** A utility initiates a social media campaign (for example, using Facebook or Twitter) to encourage energy conservation.
* **Example 7:** A utility runs a pilot program to test the savings from in-home energy-use displays, and enrolls too few customers to detect the expected savings.
* **Example 8:** A utility runs a BB program in a large college dormitory to change student attitudes about energy use. The utility randomly assigns some rooms to the treatment group. The dorm is master-metered.

The protocol does not apply to Example 5 or Example 6 because the evaluator cannot identify who received the messages. The protocol does not apply to Example 7 because too few customers are in the pilot to accurately detect energy savings. The protocol does not apply to Example 8 because energy-use data are not available for the specific rooms in the treatment and control groups.

1. Savings Concepts

The protocol recommends RCTs and REDs to develop unbiased and robust estimates of energy or demand savings from BB programs that satisfy the applicability conditions described in Section 2. Unless otherwise noted, all references in this protocol to savings are to net savings.

Section 3.1 defines some key concepts and Section 3.2 describes specific evaluation methods.

* 1. Definitions

The following key concepts are used throughout this protocol.

**Control group.** In an experiment, the control group comprises subjects (for example, utility customers) who do not receive the program intervention or treatment.

**Experimental design**.[[12]](#footnote-13) Randomized experimental designs rely on observing the energy use of subjects who were randomly assigned to program treatments or interventions in a controlled process.

**External validity.** Savings estimates are externally valid if evaluators can apply them to different populations or different time periods from those studied.

**Internal validity.** Savings estimates are internally valid if the savings estimator is expected to equal the causal effect of the program on consumption.

**Opt-in program.** Utilities use opt-inBB programs if the customers must agree to participate, and the utility cannot administer treatment without consent.

**Opt-out program.** Utilities use opt-outBB programs if customers need not agree to participate. The utility can administer treatment without consent, and customers remain enrolled until they ask the utility to stop the treatment.

**Quasi-experimental design.** Quasi-experimental designs rely on a comparison group who is not obtained via random assignment. Such designs observe energy use and determine program treatments or interventions based on factors that may be partly random but not controlled.

**Randomized Control Trial (RCT).** An RCT uses random variation in which subjects are exposed to the program treatment to obtain an estimate of the treatment effect. By randomly assigning subjects to treatment, an RCT controls for factors that could confound measurement of the treatment effect. An RCT is expected to yield an unbiased estimate of program savings. Evaluators randomly assign subjects from a study population to a treatment group or a control group. Subjects in a treatment group receive one program treatment (there may be multiple treatments), while subjects in the control group receive no treatment. The RCT ensures that receiving the treatment is uncorrelated with the subjects’ pre-treatment energy use, and that evaluators can attribute any difference in energy use between the groups to the treatment.

**Randomized Encouragement Design (RED).** In an RED, evaluators randomly assign subjects to a treatment group that receives *encouragement* to participate in a program or to a control group who does not receive encouragement. The RED yields an unbiased estimate of the effect on energy use of encouraging energy-efficient behaviors and the effect on customers who participate because of the encouragement.

**Treatment.** A treatment is an intervention administered through the BB program to subjects in the treatment group. Depending on the research design, the treatment may be a program intervention or encouragement to accept an intervention.

**Treatment effect.** This is the effect of the BB program intervention(s) on energy use for a specific population and time period.

**Treatment group.** The treatment group includes subjects who receive the treatment.

* 1. Randomized Experimental Research Designs

This section outlines the application of randomized experiments for evaluating BB programs. The most important benefit of an RCT or RED is that, if carried out correctly, the experiment results in an unbiased estimate of the program’s causal impact.[[13]](#footnote-14) Unbiased savings estimates have internal validity. A result is internally valid if the evaluator can expect the value of the estimator to equal the savings caused by the program intervention. The principal threat to internal validity in BB program evaluation derives from potential selection bias about who receives a program intervention. RCTs and REDs yield unbiased savings estimates because they ensure that receiving the program intervention is uncorrelated with the subjects’ energy use.

Randomized experiments may yield savings estimates that are applicable to other populations or time periods, making them externally valid. Whether savings have external validity will depend on the specific research design, the study population, and other program features.[[14]](#footnote-15) Program administrators should exercise caution in applying BB program savings estimates for one population to another or to the same population at a later time, since differences in population characteristics, weather, or naturally-occurring efficiency can cause savings to change.

A benefit of field experiments is their versatility: evaluators can apply them to a wide range of BB programs regardless of whether they are opt-in or opt-out programs. Evaluators can apply randomized experiments to any program where the objective is to achieve energy or demand savings; evaluators can construct an appropriately sized analysis sample; and accurate measurements of the energy use of sampled units are available.

Randomized experiments generally yield highly robust savings estimates that are not model dependent; that is, they do not depend on the specification of the model used for estimation.

The choice of whether to use an RCT or RED to evaluate program savings should depend on several factors, including whether it is an opt-in or opt-out program, the expected number of program participants, and the utility’s tolerance for subjecting customers to the requirements of an experiment. For example, using an RCT for an opt-in program might require delaying or denying participation for some customers. A utility may prefer to use an RED to accommodate all the customers who want to participate.

Implementing an RCT or RED design requires upfront planning. Program evaluation must be an integral part of the program planning process, which is evident in the randomized experiment research design descriptions in Section 3.3.

* 1. Basic Features

This section outlines several types of RCT research designs, which are simple but extremely powerful research tools. The core feature of RCT is the random assignment of study subjects (for example, utility customers, floors of a college dormitory) to a treatment group that receives or experiences an intervention or to a control group that does not receive the intervention.

Section 3.3.1 outlines some common features of RCTs and discusses specific cases.

* + 1. Common Features of Randomized Control Trial Designs

The key requirements of an RCT are incorporated into the following steps:

1. **Identify the study population:** The program administrator screens the utility population if the program intervention is offered to certain customer segments only, such as single-family homes. Programs designers can base eligibility on dwelling type (for example, single family, multifamily), geographic location, completeness of recent billing history, heating fuel type, utility rate class, or other energy use characteristics.
2. **Determine sample sizes:** The numbers of subjects to assign to the treatment and control groups depend on the type of randomized experiment (for example, REDs and opt-out RCTs generally require more customers) and hypothesized savings. The number of subjects assigned to the treatment versus control groups should be large enough to detect the hypothesized program effect with sufficient probability, though it is not necessary for the treatment and control groups to be equally sized.[[15]](#footnote-16)

Evaluators can use a statistical power analysis to determine the number of subjects required. This results in minimum sample sizes for the treatment and control groups as a function of the hypothesized program effect, the coefficient of variation of energy use, the specific analysis approach that will be used (for example, simple differences of means, a repeated measure analysis where there are multiple observations of energy consumption at different time periods for the same subject [aka, panel analysis]), and tolerances for Type I and Type II statistical errors.[[16]](#footnote-17) Most statistical software (including SAS, STATA, and R) now include packages for performing statistical power analyses. It is not uncommon for BB programs with expected savings of less than 3% to require thousands of subjects in the treatment and control groups.[[17]](#footnote-18)

An important component of the random assignment process is to verify that the treatment and control groups are statistically equivalent or balanced in their observed covariates. At a minimum, evaluators should check before the intervention for statistically significant differences in average pre-treatment energy use and in the distribution of pre-treatment energy use between treatment and control homes.

1. **Randomly assign subjects to treatments and control:** Study subjects should be randomly assigned to treatment and control groups. To maximize the credibility and acceptance of BB program evaluations, this protocol recommends that a qualified independent third party perform the random assignment. Also, to preserve the integrity of the experiment, customers must not choose their assignments. The procedure for randomly assigning subjects to treatment and control groups should be transparent and well documented.
2. **Administer the treatment:** The intervention must be administered to the treatment group and withheld from the control group. To avoid a Hawthorne effect, in which subjects change their energy use in response to observation, control group subjects should receive minimal information about the study. Depending on the research subject and intervention type, the utility may administer treatment once or repeatedly and for different durations. However, the treatment period should be long enough for evaluators to observe any effects of the intervention.
3. **Collect data:** Data must be collected from all study subjects, not only from those who chose to participate or only from those who participated for the whole study or experiment.

Preferably, evaluators collect multiple pre- and post-treatment energy use measurements. Such data enable the evaluator to control for time-invariant differences in average energy use between the treatment and control groups to obtain more precise savings estimates. Step 6 discusses this in further detail.

1. **Estimate savings:**[[18]](#footnote-19) Evaluators should calculate savings as the difference in energy use or difference-in-differences (DiD) of energy use between the subjects who were initially assigned to the treatment versus the control group. To be able to calculate an unbiased savings estimate, evaluators must compare the energy use from the entire group of subjects who were originally randomly assigned to the treatment group to the entire group of subjects who were originally randomly assigned to the control group. For example, the savings estimate would be biased if evaluators used only data from utility customers in the treatment group who chose to participate in the study.

The difference in energy use between the treatment and control groups, usually called an intent-to-treat (ITT) effect, is an unbiased estimate of savings because subjects were randomly assigned to the treatment and control groups. The effect is an ITT because, in contrast to many randomized clinical medical trials, ensuring that treatment group subjects in most BB programs comply with the treatment is impossible. For example, some households may opt out of an energy reports program, or they may fail to notice or simply ignore the energy reports. Thus, the effect is ITT, and the evaluator should base the results on the initial assignment of subjects to the treatment group, whether or not subjects actually complied with the treatment.

The savings estimation approach should be well documented, transparent, and performed by an independent third party.

* 1. Common Designs

This section describes some of the RCT designs commonly used in BB programs.

* + 1. Randomized Control Trial With Opt-Out Program Design

One common type of RCT includes the option for treated subjects to opt out of receiving the program treatment. This design reflects the most realistic description of how most BB programs work. For example, in energy reports programs, some treated customers may ask the utility to stop sending them reports.

Figure 1 depicts the process flow of an RCT in which treated customers can opt out of the program. In this illustration, the utility initially screened utility customers to refine the study population.[[19]](#footnote-20)



Figure 1. Illustration of RCT with opt-out program design

Customers who pass the screening constitute the study population or sample frame. The savings estimate will apply to this population. Alternatively, the utility may want to study only a sample of the screened population, in which case a third party should sample randomly from the study population. The analysis sample must be large enough to meet the minimum size requirement for the treatment and control groups. The program savings goals and desired statistical power will determine the size of the treatment group.

The next steps in an RCT with opt-out program design are to (1) randomly assign subjects in the study population to the program treatment and control groups, (2) administer the program treatments, and (3) collect energy use data.

The distinguishing feature of this randomized experimental design is that customers can opt out of the program. As Figure 1 shows, evaluators should include opt-out subjects in the energy savings analysis to ensure unbiased savings estimates. Evaluators can then calculate savings as the difference in average energy use between treatment group customers, including opt-out subjects and control group customers. Removing opt-out subjects from the analysis would bias the savings estimate because identifying subjects in the control group who would have also opted out had they received the treatment is impossible. The resulting savings estimate is therefore an average of the savings of treated customers who remain in the program and of customers who opted out.

Depending on the type of BB program, the percentage of customers who opt out may be small, and may not affect the savings estimates significantly (for example, few customers generally opt out of energy reports programs).

* + 1. Randomized Control Trial With Opt-In Program Design

Utilities must have consent from customers to administer some program interventions. Examples include web-based home audit or energy consumption tools; programmable, communicating thermostats with wireless capability; online class about energy rates and efficiency; or in-home displays. All these interventions require that customers opt in to the program. These interventions contrast with interventions such as home energy reports that can be administered to subjects without their agreement.

An opt-in RCT (Figure 2) can accommodate the necessity for customers to opt in to some BB programs. This design results in an unbiased estimate of the ITT effect for customers who opt in to the program. The estimate of savings will have internal validity; however, it will not have external validity because it will not apply to subjects who do not opt in.



Figure 2. Illustration of RCT with opt-in program design

Implementing opt-in RCTs is very similar to implementing opt-out RCTs. The first step, screening utility customers for eligibility to determine the study population, is the same. The next step is to market the program to eligible customers. Some eligible customers may then agree to participate. Then, an independent third party randomly assigns these customers to either a treatment group that receives the intervention or a control group that does not. The utility delays or denies participation in the program to customers assigned to the control group. Thus, only customers who opted in and were assigned to the treatment group will receive the treatment.

Randomizing only opt-in customers ensures that the treatment and control groups are equivalent in their energy use characteristics. In contrast, other quasi-experimental approaches, such as matching participants to nonparticipants, cannot guarantee either this equivalence or the internal validity of the savings estimates.

After the random assignment, the opt-in RCT proceeds the same as an RCT with opt-out subjects: the utility administers the intervention to the treatment group. The evaluator collects energy use data from the treatment and control groups, then estimates energy savings as the difference in energy use between the groups. The evaluator does not collect energy use data for customers who do not opt in to the program.

An important difference between the opt-in RCTs and RCTs with opt-out subjects is how to interpret the savings estimates. In the RCT with opt-out subjects, the evaluator bases the savings estimate on a comparison of the energy use between treatment and control groups, which pertains to the entire study population. In contrast, in the opt-in RCT, the savings estimate pertains to the subset of customers who opted into the program, and the difference in energy use represents the treatment effect on customers who opted in to the program. Opt-in RCT savings estimates have internal validity; however, they do not apply to customers who did not opt in to the program.

* + 1. Randomized Encouragement Design

For some opt-in BB programs, delaying or denying participation to some customers may be undesirable. In this case, neither the opt-out nor the opt-in RCT design would be appropriate, and this protocol recommends an RED. Instead of randomly assigning subjects to receive or not receive an intervention, a third party randomly assigns them to a treatment group that is *encouraged* to accept the intervention (that is, to participate in a program or adopt a measure), or to a control group that does not receive encouragement. Examples of common kinds of encouragement include direct paper mail or e-mail informing customers about the opportunity to participate in a BB program. Customers who receive the encouragement can refuse to participate, and, depending on the program design, control group customers who learn about the program may be able to participate.

The RED yields an unbiased estimate of the effect of encouragement on energy use and, depending on the program design, can also provide an unbiased estimate of either the effect of the intervention on customers who accept it because of the encouragement or the effect of the intervention on all customers who accept it. A necessary condition for an RED to produce an unbiased estimate of savings from the BB intervention is that the encouragement only affects energy consumption for those customers that take up the BB intervention, and it does not affect the energy consumption for customers who receive the encouragement but do not take up the BB intervention. For example, the RED must be such that customers who receive a direct mailing encouraging them to log into a website with personalized energy efficiency recommendations only save energy if they decide to log into the site; the mailing itself must not cause the customer to save energy if the customer never logs on. If the encouragement causes customers to save energy, it may be impossible to isolate the savings from the intervention. Programs designed as an RED should try to design and distribute encouragement materials that do not affect consumption. If evaluators expect that the encouragement will cause energy savings, they can send the same or similar messaging but without a program enrollment option to the control group or to a second randomized control group. Evaluators could use the second randomized control group to test whether the encouragement produces savings and to estimate the savings from the encouragement.

Figure 3 illustrates the process flow for a program using an RED. As with the RCT with opt-out and opt-in RCT, the first two steps are to identify the sample frame and select a study population. Next, like the RCT with opt out, a third party randomly assigns subjects to a treatment group, which receives encouragement, or to a control group, which does not. For example, a utility might employ a direct mail campaign that encourages treatment group customers to use an online audit tool. The utility would administer the intervention to treatment group customers who opt-in. Although customers in the control group did not receive encouragement, some may learn about the program and decide to sign up. The program design shown in Figure 3 allows for control group customers to receive the behavioral intervention.



Figure 3. Illustration of RED program design

In Figure 3, the difference in energy use between homes in the treatment and control groups is an estimate of savings from the encouragement, not from the intervention. However, evaluators can also use the difference in energy use to estimate savings for customers who accept the intervention because of the encouragement. To see this, consider that the study population comprises three types of subjects: (1) always takers, or those who would accept the intervention whether encouraged or not; (2) never takers, or those who would never accept the intervention even if encouraged; and (3) compliers, or those who would accept the intervention only if encouraged. Compliers participate only after receiving the encouragement.

Because eligible subjects are randomly assigned to groups depending on whether they receive encouragement, the treatment and control groups are expected to have equal frequencies of always takers, never takers, and compliers. After treatment, the only difference between the treatment and control groups is that compliers in the treatment group accept the treatment and compliers in the control group do not. In both groups, always takers accept the treatment and never takers always refuse the treatment. Therefore, the difference in energy use between the groups reflects the treatment effect of encouragement on compliers (known as the local average treatment effect [LATE]).

Furthermore, for the study to have enough statistical power to detect the expected effect, there must be very large encouraged and non-encouraged groups relative to an RCT or quasi‑experimental design and/or a high proportion of compliers in the treatment group; a power calculation should be done to ensure that there are enough customers in the encouraged and non‑encouraged groups to produce significant savings estimates for the expected take-up rate.[[20]](#footnote-21)

To estimate the effect of the intervention on compliers, evaluators can either employ instrumental variables (IV), using the random assignment of customers to receive encouragement as an instrument for the customer’s decision to accept the intervention (that is, participate). The IV approach is presented in Section 4.3. Another option is that evaluators can scale the treatment effect of the encouragement by the difference between treatment and control groups in the percentage of customers who receive the intervention (note that in this equation, if the non-encouraged customers are not allowed to take up the treatment, the second term in the denominator will be zero):[[21]](#footnote-22)

1/(% of encouraged customers who accepted –
% of non-encouraged customers who accepted)

If customers in the control group are permitted to participate if they find out about the treatment even though they did not receive encouragement, the LATE does not capture the program effect on always takers. (Note, however, in most programs, the control group is not permitted to take up the treatment). If customers in the control group are permitted to participate, the LATE may differ from the average treatment effect unless the savings from the intervention is the same for compliers and always takers. However, the LATE will be equal to the average treatment effect if the control group customers (non-encouraged customers) are not permitted to take up the treatment.

For BB programs with REDs that do not permit control group customers to participate, evaluators can estimate the treatment effect on the treated (TOT). The TOT is the effect of the program intervention on all customers who accept the intervention. In this case, the difference in energy use between the treatment and control groups reflects the impact of the encouragement on the always takers and compliers in the treatment group. Scaling the difference by the inverse of the percentage of customers who accepted the intervention yields an estimate of the TOT impact.[[22]](#footnote-23)

Successful application of an RED requires that compliers constitute a percentage of the encouraged population that is sufficiently large given the number of encouraged customers.[[23]](#footnote-24) If the RED generates too few compliers, the effects of the encouragement and receiving the intervention cannot be precisely estimated. Therefore, before employing an RED, evaluators should ensure that the sample size is sufficiently large and that the encouragement will result in the required number of compliers. If the risk of an RED generating too few compliers is significant, evaluators may want to consider alternative approaches, including quasi-experimental methods.

* 1. Evaluation Benefits and Implementation Requirements of Randomized Experiments

This protocol strongly recommends the use of randomized field experiments (RCTs or REDs) for evaluating residential BB programs. Table 1 summarizes the benefits and requirements of evaluating BB programs using RCTs and REDs, as described in Sections 3.1–3.4.

Table 1. Benefits and Implementation Requirements of Randomized Experiments

|  |  |
| --- | --- |
| **Evaluation Benefits** | **Implementation Requirements** |
| * Yield unbiased, valid estimates of causal program impacts, resulting in a high degree of confidence in the savings
* Yield savings estimates that are robust to changes in model specification
* Are versatile, and can be applied to opt-out and opt-in BB programs
* Are widely accepted as the “gold standard” of good program evaluations
* Result in transparent analysis and evaluation
* Can be designed to test specific research questions such as persistence of savings after treatment ends
 | * An appropriately sized analysis sample
* Accurate energy use measurements for sampled units
* Advance planning and early evaluator involvement in program design
* Restricted participation or program marketing to randomly selected customers
 |

The principal benefit of randomized experiments is that they yield unbiased and robust estimates of program savings. They are also versatile, widely accepted, and straightforward to analyze. The principal requirements for implementing randomized experiments include the availability of accurate energy use measurements and a sufficiently large analysis study population.[[24]](#footnote-25)

Also, this protocol specifically recommends REDs or RCTs for estimating BB program savings as both designs yield unbiased savings estimates. The choice of RED or RCT will depend primarily on program design and implementation considerations, in particular, whether the program has an opt-in or opt-out design. RCTs work well with opt-out programs such as residential energy reports programs. Customers who do not want to receive reports can opt out at any time without adversely affecting the evaluation. RCTs also work well with opt-in programs for which customer participation can be delayed (for example, customers are put on a “waiting list”) or denied. For situations in which delaying or denying a certain subset of customers is impossible or costly, REDs may be more appropriate. REDs can accommodate all interested customers, but have the disadvantages of requiring larger analysis samples, two analysis steps to yield a direct estimate of the behavioral intervention’s effect on energy use, and a high proportion of compliers among encouraged customers.

Table 2 lists some issues to consider when choosing an RCT or RED.

Table 2. Considerations in Selecting a Randomized Experimental Design

|  |  |  |
| --- | --- | --- |
| **Experimental Design** | **Evaluation Benefits** | **Implementation and Evaluation Requirements** |
| RCT | * Yields unbiased, robust, and valid estimates of causal program impacts, resulting in a high degree of confidence in the savings
* Simple to understand
* Works well with opt-out programs
* Works well with opt-in programs if customers can be delayed or denied
 | * May require delaying or denying participation of some customers if program requires customers to opt in
 |
| RED | * Yields unbiased, robust, and valid estimates of causal program impacts, resulting in a high degree of confidence in the savings
* Can accommodate all customers interested in participating
* Works well with opt-in and opt-out programs
 | * More complex design and harder to understand
* Requires a more complex analysis
* Requires larger analysis sample
* Requires a proportion of compliers that is sufficient given the number of encouraged customers to estimate savings
* Encouragement to participate should not cause customers to save energy
 |

1. Savings Estimation

Evaluators should estimate BB program savings as the difference in energy use between treatment and control group subjects in the analysis sample. Energy savings for a household in the BB program is the difference between the energy the household used and the energy the household would have used if it had not participated. However, the energy use of a household cannot be observed under two different states. Instead, to estimate savings, evaluators should compare the energy use of households in the treatment group to that of a group of households that are statistically the same but did not receive the treatment (the homes randomly assigned to the control group). In a randomized experiment, assignment to the treatment is random; thus, evaluators can expect control group subjects to use the same amount of energy that the treatment group would have used without the treatment. The difference in their energy use will therefore be an unbiased estimate of energy savings.

Savings can be estimated using energy use data from the treatment period only or from before and during the treatment. If energy use data from only the treatment period are used, evaluators estimate the savings as a simple difference (D). If the analysis also controls for energy use before the treatment, evaluators can estimate the savings as a DiD or as a simple difference that controls for pre-treatment energy consumption. The approach that estimates savings conditional on pre-treatment consumption is sometimes referred to as a “post-only model.”[[25]](#footnote-26) The availability of energy use data for the period before the treatment will determine the approach, but incorporating pre-treatment consumption data in the analysis is strongly advised when such data are available.

Both approaches result in unbiased estimates of savings (that is, in expectation, the two methods are expected to yield an estimate equal to the true savings). However, estimators using pre-treatment data generally result in more precise savings estimates (that is, the estimators using pre-treatment data will have a smaller standard error) as it accounts for time-invariant energy use that contribute significantly to the variance of energy use between subjects.[[26]](#footnote-27)

Evaluators should collect at least one full year of historical energy use data (the 12 months immediately before the program start date) to ensure baseline data fully reflect seasonal energy use effects.

Regulators usually determine the frequency of program evaluation. Although requirements vary between jurisdictions, most BB programs are evaluated once per year. Annual evaluation will likely be necessary for the first several years of many BB programs such as home energy reports programs because savings tend to increase for several years before leveling off. However, some program administrators may desire measurement or evaluation more frequently than annually to closely track program performance and to optimize the program delivery.

* 1. IPMVP Option

This protocol’s recommended evaluation approach aligns best with International Performance Measurement and Verification Protocol (IPMVP) Option C, which recommends statistical analysis of data from utility meters for whole buildings or facilities to estimate savings. Option C is intended for projects with expected savings that are large relative to consumption. This protocol recommends regression analysis of residential customer consumption and statistical power analysis to determine the analysis sample size necessary to detect the expected savings.

* 1. Sample Design

Utilities should integrate the design of the analysis sample with program planning, because numerous considerations, including the size of the analysis sample, the method of recruiting customers to the program, and the type of randomized experiment, must be addressed before the program begins.

* + 1. Sample Size

The analysis sample should be large enough to detect the minimum hypothesized program effect with desired probability.[[27]](#footnote-28) If the sample is too small, evaluators risk being unable to detect the program’s effect and wrongly accepting the hypothesis of no effect. Or there may be substantial uncertainty about the program’s effect at the end of the study, and it may be necessary to repeat the study with a larger sample. On the other hand, if the sample size is too large, researchers may risk wasting scarce program resources.[[28]](#footnote-29)

To determine the minimum number of subjects required and the number of subjects to be assigned to the treatment and control groups, researchers should employ a statistical power analysis. Statistical power is the likelihood of detecting a program impact of minimum size (the minimum detectable effect). Typically, researchers design studies to achieve statistical power of 80% or 90%. A study with 80% statistical power has an 80% probability of detecting the hypothesized treatment effect.

Statistical power analysis can be conducted in two ways. First, if data on consumption or another outcome of interest before treatment are available for the study population, researchers can use simulation to estimate the probability of detecting an effect of a certain size (for example, 1%) for possible treatment and control groups sizes, NT and NC.

Simulation follows these steps:

1. Researchers should divide the pre-treatment sample period into two parts, corresponding to a simulation pre-treatment and post-treatment period. For example, an evaluator with monthly billing consumption data for 24 pre-treatment months could divide the pre-treatment period into months one to 12 and months 13 to 24 and designate the first 12 months as the simulation pre-treatment period.
2. From the eligible program population, researchers should randomly assign NT subjects to the treatment group and NC subjects to the control group.
3. Researchers should decide upon the minimum detectable treatment effect (for example, 2 kWh/period/subject), and a distribution of treatment effects (for example, normal distribution with mean 2 and standard deviation 1). For each treatment customer, the researcher should apply a treatment effect, taken randomly from the distribution of treatment effects, during the simulation treatment period. (One could also assume the treatment effect is the same for all customers and merely apply the same effect to all households; however, the power calculation is likely to underestimate the number of households needed because it assumes zero variance for the treatment effect.).
4. Researchers should randomly sample with replacement NT customers from the treatment group and NC subjects from the control group.
5. Researchers should estimate the program treatment effect for the sample only using data from the simulation pre-treatment and simulation post-treatment periods and retain the estimate.
6. Researchers should repeat steps 4 and 5 many times (for example, >250), and calculate the percentage of iterations that the estimated treatment effect was greater than zero. This is the statistical power of the study, the probability of detecting savings of *x* with treatment group size NT and control group size NC.

It is important that the estimation method used in the statistical power simulation adhere as closely as possible to the method evaluators plan to use for the actual savings estimation. Otherwise, the statistical power analysis may be misleading about the likelihood of detecting the savings.

The second approach to calculating statistical power uses analytic formulas. Researchers employing panel data methods and using statistical power formulas are advised to use the formulas in Burlig et al. (2017). Though more demanding to implement than those in Frison and Pocock (1992), the statistical power formulas in Burlig et al. (2017) are more accurate because they account for both intra-cluster correlations and arbitrary serial correlations of customer consumption over time. The required inputs for the power calculation are:

* The minimum detectable treatment effect
* The coefficient of variation of energy use, taken from a sample of customers
* The specific analysis approach to be used (for example, simple differences of means or a repeated measure analysis)
* The numbers of pre-treatment and post-treatment observations per subject
* The tolerances for Type I and Type II statistical errors (as discussed in Section 3.3)
* The intra-cluster correlation of an individual subject’s energy use or error term covariances for pre-treatment and post-treatment periods and between periods.

Many statistical software, including SAS, STATA, and R, include packages for performing statistical power analyses.

Researchers conducting statistical power analyses should keep in mind the following:

* For a given program population, statistical power will be maximized if 50% of subjects are assigned to the treatment group and 50% are assigned to the control group. However, especially for large programs, researchers may obtain acceptable levels of statistical power with unbalanced treatment and control groups. The principal benefit of a smaller control group is that more customers are available to participate in the program.
* If the BB program will operate for more than several months and repeated measurements are planned, researchers should adjust the required sample sizes to account for attrition, the loss of some subjects from the analysis sample because of account closures or withdrawal from the study.
	+ 1. Random Assignment to Treatment and Control Groups by Independent Third Party

After determining the appropriate sizes of the treatment and control group samples, researchers should randomly assign subjects to the treatment and control groups. For the study to have maximum credibility and acceptance, this protocol recommends that an independent and experienced third party such as an independent evaluator perform the randomization. If there is a significant risk that the random assignment will result in unbalanced treatment and control groups, this protocol recommends that evaluators first stratify the study population by pretreatment energy use and then randomly assign subjects in each stratum to treatment and control groups. Stratifying the sample will increase the likelihood that treatment and control group subjects have similar pretreatment means and variances.[[29]](#footnote-30)

This protocol also recommends that the unit of analysis (for example, a household) should be the basis for random assignment to treatment or control group. For example, in an analysis of individual customer consumption, it is better to randomly assign individual customers instead of all customers in the same neighborhood (for example, in a zip code or census block) to receive the treatment. However, for some BB programs, it may not be feasible to randomize the unit of analysis. For example, in some multifamily housing BB programs, the unit of analysis may be individual customers but all customers in the same multifamily building may receive the treatment. In this case, it will be necessary to randomly assign multifamily buildings to the treatment or control group. In this case, researchers will need to account for correlations in consumption between customers in the same housing units.

Although this protocol recommends that an independent and experienced third party perform the random assignment, circumstances sometimes make this impossible. In such cases, a third-party evaluator should certify that the assignment of treatment and control group subjects was done correctly and did not introduce bias into the selection process.

* + 1. Equivalency Check

The third party performing the random assignment must verify that the characteristics of subjects in the treatment group, including pretreatment energy use, are balanced with those in the control group. If subjects in the groups are not equivalent overall, the energy savings estimates may be biased.

To verify the equivalence of energy consumption, this protocol recommends that the third-party test for differences between treatment and control group subjects in both the mean pretreatment period energy consumption and in the distribution of pretreatment energy consumption. Evaluators should attempt to verify equivalence of energy consumption using the same frequency of data to be used in the savings analysis. For example, evaluators should use hour interval consumption data to verify equivalence if the study objective is to estimate peak hour energy savings. Evaluators should also test for differences in other available covariates, such as home floor area and heating fuel type. Evaluators can use t-tests or regression to conduct the tests. Section 4.4 describes the use of regression for verifying the equivalence of the two groups.

If significant differences are found, the third party should consider performing the random assignment again. Ideally, random assignment should not result in any differences; however, differences occasionally appear, and it is better to redo the random assignment than to proceed with unbalanced treatment and control groups, which may lead to biased savings estimates. As noted in Section 4.2.2, stratifying the study population by pretreatment energy use will increase the probability that the groups are balanced.

If the evaluator is not the third party who performed the random assignment, the evaluator should also perform an equivalency check. The evaluator may be able to use statistical methods to control for differences in pretreatment energy use that are found after the program is underway.[[30]](#footnote-31)

* 1. Data Requirements and Collection
		1. Energy Use Data

Estimating BB program impacts using a field experiment requires collecting energy use data from subjects in the analysis sample. This protocol recommends that evaluators collect multiple energy use measurements for each sampled unit for the periods before and during the treatment.[[31]](#footnote-32)

These data are known as a panel. Panels can consist of multiple hourly, daily, or monthly energy use observations for each sampled unit. In this protocol, a panel refers to a dataset that includes energy measurements for each sampled unit either for the pretreatment and treatment periods or for the treatment period only. The time period for panel data collection will depend on the program timeline, the frequency of the energy use data, and the amount of data collected.

Panel data have several advantages for use in measuring BB program savings:

* **Relative ease of collection.** Collecting multiple energy use measurements for each sampled unit from utility billing systems is usually easy and inexpensive.
* **Can estimate savings during specific times.** If the panel collects enough energy use observations per sampled unit, estimating savings at specific times during the treatment period may be possible. For example, hourly energy use data may enable the estimation of precise savings during utility system peak hours. Monthly energy use data may enable the development of precise savings estimates for each month of the year.
* **Savings estimates are more precise.** Evaluators can more precisely estimate energy savings with a panel, because they may be able to control for the time-invariant differences in energy use between subjects that contribute to the variance of energy use.
* **Allows for smaller analysis samples.** All else being equal, fewer units are required to detect a minimum level of savings in a panel study than in a cross-section analysis. Thus, collecting panel data may enable studies with smaller analysis samples and data collection costs.

Using panel data has some disadvantages relative to a single measurement per household in a cross-sectional analysis. First, evaluators must correctly cluster the standard errors within each household or unit (as described in the following section). Second, panel data require statistical software to analyze, whereas estimating savings using single measurements in a basic spreadsheet software program may be possible.

This protocol also recommends that evaluators collect energy use data for the duration of the treatment to ensure they can observe the treatment effect for the entire study period. Ideally, an energy efficiency BB program lasts for a year or more because the energy end uses affected by BB programs vary seasonally. For example, these programs may influence weather-sensitive energy uses, such as space heating or cooling, so collecting less than 1 year of data to reflect every season may yield incomplete results.

Collecting data for an entire year may be impossible because some BB programs do not last that long. For these programs, only an unbiased estimate of savings for the time period of analysis may be obtained. Evaluators should exercise caution in extrapolating those estimates to seasons or months outside the analysis period, especially if the BB program affected weather-sensitive or seasonally varying end uses of energy.

* + 1. Makeup of Analysis Sample

Evaluators must collect energy use measurements for every household or unit that is initially assigned to a control or treatment group, whether or not the household or unit later opts out. Not collecting energy use data for households initially placed in a treatment group but that then opts out results in imbalanced treatment and control groups and a biased savings estimate.

* + 1. Other Data Requirements

Program information about each participant must also be collected. These data must include whether the subject was assigned to the treatment or control group, when the treatments were administered, and if and when the subject opted out.

Temperature and other weather data may also be useful but are usually not necessary. Often researchers can use dummy variables for individual time periods to account for the effect of weather on household energy consumption. If weather data will be collected, evaluators should obtain them from the weather station nearest to each household.

* + 1. Data Collection Method

Energy use measurements used in the savings estimation should be collected directly from the utility, not from the program implementer, at the end of the program evaluation period. Depending on the program type, utility billing system, and evaluation objectives, the data frequency can be at 15-minute, 1-hour, daily, or monthly intervals.

* 1. Analysis Methods

This protocol recommends using panel regression analysis to estimate savings from BB field experiments where subjects were randomly assigned to either treatment or control groups. Evaluators typically prefer regression analysis to simply calculating differences in unconditional mean energy use, because it generally results in more precise savings estimates. A significant benefit of randomized field experiments is that regression-based savings estimates are usually quite insensitive to the type of model specification.

Section 4.3.1 addresses issues in panel regression estimation of BB program savings, including model specification and estimation, standard errors estimation, robustness checks, and savings estimation. It illustrates some specifications as well as the application of energy-savings estimation.

* + 1. Panel Regression Analysis

In panel regressions, the dependent variable is usually the energy use of a subject (a home, apartment, or dormitory) per unit of time such a month, day, or hour. The right side of the equation includes an independent variable to indicate whether the subject was assigned to the treatment or control group. This variable can enter the model singularly or be interacted with another independent variable, depending on the analysis goals and the availability of energy use data from before treatment. The coefficient on the term with the treatment indicator is the energy savings per subject per unit of time. DiD models of energy savings must also include an indicator for whether the period occurred before or during the treatment period.

Many panel regressions also include fixed effects. Subject fixed effects capture unobservable energy use specific to a subject that does not vary over time. For example, home fixed effects may capture variation in energy use that is due to differences such as home sizes or makeup of a home’s appliance stock. Time-period fixed effects capture unobservable energy use specific to a time period that does not vary between subjects. Including time or subject fixed effects in a regression of energy use of subjects randomly assigned to the treatment or control group will increase the precision but not the unbiasedness of the savings estimates.

Fixed effects can be incorporated into panel regression in several ways.

* Include a separate dummy variable or intercept for each subject in the model. The estimated coefficient on a subject’s dummy variable represents the subject’s time-invariant energy use. This approach, known as least squares dummy variables, may, however, not be practical for evaluations with a large number of subjects, because the model requires thousands of dummy variables that may overwhelm available computing resources.
* Apply the fixed-effect estimator, which requires transforming the dependent variable and all the independent variables by subtracting subject-specific means and then running ordinary least squares (OLS) on the transformed data.[[32]](#footnote-33) This approach is equivalent to least squares dummy variables.
* Estimate a first difference or annual difference of the model. Differencing removes the subject fixed effect and is equivalent to the dummy variable approach if the fixed-effects model is correctly specified.[[33]](#footnote-34)
	+ 1. Panel Regression Model Specifications

This section outlines common regression approaches for estimating treatment effects from residential BB programs. Unless otherwise stated, assume that the BB program was implemented as a field experiment with an RCT or randomized encouragement design.

* + 1. Simple Differences Regression Model of Energy Use

Consider a BB program in which the evaluator has energy use data for the treatment period only, and wishes to estimate the average energy savings per period from the treatment. Let t = 1, 2, …, T, where t denotes the time periods during the treatment for which data are available,[[34]](#footnote-35) and let i = 1, 2, …, N, where i denotes the treatment and control group subjects. For simplicity, assume that all treated subjects started the treatment at the same time.

A basic specification to estimate the average energy savings per period from the treatment is:

Equation 1

yit = 0 + 1\*Tri + it

Where:

yit = The metered energy use of subject i in period t.

0 = The average energy use per unit of time for subjects in the control group.

1 = The average treatment effect of the program. The energy savings per subject per period equals -1.

Tri = An indicator for whether subject i received the treatment. The variable equals 1 for subjects in the treatment group and equals 0 for subjects in the control group.

it = The model error term, representing random influences on the energy use of customer i in period t.

In this simple model, the error term it is uncorrelated with Tri because subjects were randomly assigned to the treatment or control group. The OLS estimation of this model will result in an unbiased estimate of 1. The standard errors should be clustered on the subject. [[35]](#footnote-36)

This specification does not include subject fixed effects. Because the available energy use data apply to the treatment period only, the program treatment effect cannot be identified and subject fixed effects cannot be incorporated in the model. However, as previously noted, because of the random assignment of subjects to the treatment group, any time-invariant characteristics affecting energy use will be uncorrelated with the treatment, so omitting that type of fixed effects will not bias the savings estimates.

Using Equation 1, however, more precise estimates of savings could be obtained by replacing the coefficient 0 with time-period fixed effects. The model thus captures more of the variation in energy use over time, resulting in greater precision in the estimate of savings. The interpretation of 1, the average treatment effect per home per time period, is unchanged.

* + 1. Simple Differences Regression Estimate of Heterogeneous Savings Impacts

Suppose that the evaluator still has energy use data that apply to the treatment period only, but wishes to obtain an estimate of savings from the treatment as a function of some exogenous variable such as preprogram energy use, temperature, home floor space, or pretreatment efficiency program participation (to determine, for example, whether high energy users save more or less energy than low energy users). If data for treatment and control group subjects on the exogenous variable of interest are available, the evaluator may be able to estimate the treatment effect as a function of this variable.

Let mij be an indicator that subject i belongs to a group j, j = 1, 2, …, J, where membership in group j is exogenous to receiving the treatment. Then the average treatment effect for subjects in group j can be estimated using the following regression equation:

Equation 2

yit = 0 + ΣJj=1 1j\*Tri\*mij + ΣJ-1j = 1 jmij + it

Where:

mij = An indicator for membership of subject i in group j. It equals 1 if customer i belongs to group j and equals 0, otherwise.

1j = The average treatment effect for subjects in group j. Energy savings per subject per period j equals -1j.

j = The average energy use per period for subjects in group j, j = 1, 2,…J-1.

All of the other variables are defined as in Equation 1.

This specification includes a separate intercept for each group indicated by j and the treatment indicator Tri interacted with each of the mij indicators. The coefficients on the interaction variables 1j show average savings for group j relative to baseline average energy use for group j.

* + 1. Simple Differences Regression Estimate of Savings During Each Time Period

To estimate the average energy savings from the treatment during each period, the evaluator can interact the treatment indicator with indicator variables for the time periods as in the following equation[[36]](#footnote-37):

Equation 3

yit = ΣTj = 1 j Tri\*djt + ΣTj=1 jdjt + it

Where:

t = The average savings per subject specific to period t (for example, the average savings per subject during month 4 or during hour 6).

djt = An indicator variable for period j, j = 1, 2, …,T. djt equals 1 if j = t (that is, the period is the tth) and equals 0 if j ≠ t (that is, the period is not the tth).

t = The average effect on consumption per subject specific to period t.

Equation 3 can be estimated by including a separate dummy variable and an interaction between that dummy variable and Tri for each time period t, where t = 1, 2, ..., T. When the time period is in months, the time-period variables are referred to as month-by-year fixed effects. The coefficient on the interaction variable for period t, t, is the average savings per subject for period t. Again, because ɛit is uncorrelated with the treatment after accounting for the average energy use in period t, the OLS estimation of Equation 3 (with standard errors clustered at the subject level) results in an unbiased estimate of the average treatment effect for each period.

Evaluators with smart meter data can use this specification to estimate BB program demand savings during specific hours of the analysis period. The coefficient t would indicate the demand savings from the treatment during hour *t*. Examples of research that estimates savings during hours of peak usage include Stewart (2013a) and Todd (2014).

* + 1. Difference-in-Differences Regression Model of Energy Use

This section outlines a DiD approach to estimating savings from BB field experiments. This protocol recommends DiD estimation to the simple differences approach, but it requires information about the energy use of treatment and control group subjects during the pretreatment and treatment periods. These energy use data enable the evaluator to:

* Include subject fixed effects to account for differences between subjects in time-invariant energy use.
* Obtain more precise savings estimates.
* Test identifying assumptions of the model.

Assume there are N subjects and T +1 periods, T > 0, in the pretreatment period denoted by t = -T, -T+1, …, -1, 0, and T periods in the treatment period, denoted by t = 1, 2, …, T. A basic DiD panel regression with subject fixed effects could be specified as:

Equation 4

yit = i + 1Pt + 2Pt \* Tri + it

Where:

i = Unobservable, time-invariant energy use for subject i. These effects are controlled for with subject fixed effects.

1 = The average energy savings per subject during the treatment period that was not caused by the treatment.

Pt = An indicator variable for whether time period t occurs during the treatment. It equals 1 if treatment group subjects received the treatment during period t, and equals 0 otherwise.

2 = The average energy savings due to the treatment per subject per unit of time.

The model includes fixed effects to account for differences in average energy use between subjects. Including subject fixed effects would likely explain a significant amount of the variation in energy use between subjects and result in more precise savings estimates. The interaction of Pt and Tri equals one for subjects in the treatment group during periods when the treatment is in effect, and 0 for other periods and all control subjects.

Equation 4 is a DiD specification. For control group subject i, the expected energy use isi during the pretreatment period and i + 1 during the treatment period. The difference in expected energy use between pretreatment and treatment periods, also known as *naturally occurring savings*, is 1. If that same subject i had been in the treatment group, the expected energy use would have been i during the pretreatment period and i + 1 + 2 during the treatment period. The expected savings would have been 1 + 2, which is the sum of naturally occurring savings and savings from the BB program. Taking the difference yields 2, a DiD estimate of program savings. The OLS estimation results in an unbiased estimate of 2.

A more general form of Equation 4 would allow the treatment period to vary for each subject and substitute time-period fixed effects (such as a separate indicator variable for each day or month of the analysis period) for the stand-alone variable post-variable. This specification can be handy when subjects begin the treatment at different times such as with rolling program enrollments or if it is difficult to define when treatment would have begun for a control group subject.

Equation 5

yit = i + t + 2Pit \* Tri + it

Where:

t= The time-period fixed effect (an unobservable that affects the consumption of all subjects during time period t). The time period effect can be estimated by including a separate dummy variable for each time period t, where t = -T, -T+1, …, -1, 0, 1, 2, ..., T.

Pit = An indicator variable for whether time period t occurs during the treatment for subject i. It equals 1 if treatment group subject i received the treatment during period t, and equals 0 otherwise.

As in Equation 4, the coefficient 2 represents the average savings per customer per time period. The interpretations of the other variables and coefficients in the model remain unchanged.

* + 1. Difference-in-Differences Estimate of Savings for Each Time Period

By respecifying Equation 4 with time-period fixed effects, savings can be estimated during each period and the identifying assumption tested to determine that assignment to the treatment was random. Consider the following DiD regression specification:

Equation 6

yit = i + ΣTj = -T jdjt + Σ-1j = -T j Tri\*djt + ΣTj=1 j Tri\*djt + it

Savings in each period are estimated by including a separate dummy variable and an interaction between the dummy variable and Tri for each time period t, where t = -T, -T+1, …, -1, 0, 1, 2, ..., T. The coefficient on the interaction variable for period t, tT, is the DiD savings for period t.

Unlike the simple differences regression model, this model yields an estimate of BB program savings during all periods except one, that is, t = 0, for a total of 2T-1 period savings estimates. Figure 4 shows an example of savings estimates obtained from such a model. The dotted lines show the 95% confidence interval for the savings estimates using standard errors clustered on utility customers.

Figure 4. Example of DiD regression savings estimates

Estimates of pretreatment savings can be used to test the assumption of random assignment to the treatment. Before utilities administer the treatment, statistically significant differences in energy use between treatment and control group subjects should not be evident. BB program pretreatment saving estimates that were statistically different from zero would suggest a flaw in the experiment design. For example, an error in the randomization process may result in assignments of subjects to the treatment and control groups that were correlated with their energy use.

As with Equation 3, this specification can be used to estimate demand savings during specific hours. Energy use data for hours before the treatment are required, however.

* + 1. Simple Differences Regression Model with Pre-Treatment Energy Consumption

In addition to estimating energy savings as a DiD, evaluators can estimate savings as a simple difference conditional on subject average pre-treatment energy consumption. This estimator, often referred to as “post-only,” includes pre-treatment energy consumption as an independent variable in the regression to account for differences between subjects in their post-treatment consumption, serving a purpose similar to that of customer fixed effects in the DiD model.[[37]](#footnote-38) However, many researchers favor the post-only estimator because it has smaller variance than the standard fixed effects, DiD estimator when energy consumption is uncorrelated or weakly correlated over time.[[38]](#footnote-39)

Consider the following regression specification:

Equation 7

yit = t + 1\*Trit + + it

Where:

t = The time-period fixed effect (an unobservable that affects consumption of all subjects during time period t). The time period effect can be estimated by including a separate dummy variable for each time period t, where t = -T, -T+1, …, -1, 0, 1, 2, ..., T.

1 = Coefficient for the average treatment effect of the program. The energy savings per subject per period equals -1.

Trit = An indicator variable for whether subject i received the treatment in period t. The variable equals 1 for subjects who receive the treatment in period t and equals 0 otherwise.

 = Coefficient indicating the effect of average pre-treatment consumption on consumption during the treatment period.

= Average consumption during the pre-treatment period for subject i.

it = The model error term, representing random influences on the energy use of customer i in period t.

With random assignment of subjects to treatment and control groups, the OLS estimation of Equation 6 is expected to produce an unbiased estimate of the average savings per subject per period.

Evaluators can estimate slightly different versions of this model:

* **Savings for each treatment period.** Evaluators can include a treatment indicator variable for each period instead of a treatment indicator variable for the entire treatment period. This specification will produce an estimate of average savings per subject for each treatment period.
* **Additional pre-treatment consumption control variables.** Instead of one pre-treatment consumption variable, evaluators can include multiple pre-treatment consumption variables, such as variables for different seasons or months of a year, days of week, or hours of the day.
* **Additional control variables.** Evaluators can add other variables such as weather to the model. The addition of such variables might help to improve the precision of the savings estimates.
	+ 1. Randomized Encouragement Design

Some field experiments involve an RED in which subjects are only encouraged to accept a BB measure, in contrast to RCTs in which a program administers a BB intervention. This section outlines the types of regression models that are appropriate for REDs, how to interpret the coefficients, and how to estimate savings from RED programs.

Evaluators can apply the model specifications previously described for RCTs to REDs. The model coefficients and savings are interpreted differently, however, and an additional step is required to estimate average savings for subjects who accept the behavioral intervention. Treatment in an RED is defined as receiving encouragement to adopt the BB intervention, rather than actually receiving the intervention as with RCTs.

Consider a field experiment with an RED that has energy consumption data for treatment and control group subjects available for the pretreatment and treatment periods. Equations 1 through 4 can be used to estimate the treatment effect, or the average energy consumption effect on those receiving encouragement. The estimate captures savings from compliers only, because never takers never accept the intervention, and always takers would accept the intervention with or without encouragement.

To recover the LATE, the savings from subjects who accept the treatment because of the encouragement, scale the estimate of 2 by the inverse of the difference between the percentage of subjects in the treatment group who accept the intervention and the percentage of subjects in the control group who accept the intervention (which is zero if control group subjects are prohibited from accepting the intervention). Estimate this as:

Equation 8

2 /(T – C)

Where:

T = The percentage of treatment group subjects who accept the intervention.

C = The percentage of control group subjects who accept the intervention.

A related approach for obtaining an estimate of savings for the BB intervention in a RED study is instrumental variables, two-stage least squares (IV-2SLS). This approach uses the random assignment of subjects to the treatment as an instrumental variable for the decision by encouraged customers to participate in the program. The instrumental variable provides the exogenous variation necessary to identify the effect of endogenous participation on energy consumption. Participation is endogenous because the encouraged customers’ decisions to participate is not random and depends on unobserved characteristics that may be correlated with energy consumption. For encouragement to be a valid instrument, it must be that encouragement affects only energy consumption through its impact on BB program participation.

In the first stage, the evaluator regresses a binary program participation decision variable on an indicator for whether the customer was randomly assigned to receive encouragement and other exogenous independent variables from the second-stage energy consumption equation. The evaluator then uses the regression to predict the likelihood of participation for each subject and time period. In the second stage, the evaluator estimates the energy consumption equation, substituting the first-stage predicted likelihood of participation for the variable indicating actual program participation. The estimated coefficient on the predicted likelihood of participation is the LATE for the BB intervention.

For a detailed method of using an IV approach see Cappers et al. (2013) and for a real-world example of the IV-2SLS approach applied to a home weatherization program implemented as an RED, see Fowlie et al. (2010).

* + 1. Standard Errors

Panel data have multiple energy use observations for each subject; thus, the energy use data are very likely to exhibit within-subject correlations. Many factors affecting energy use persist over time, and the strength of within-subject correlations usually increases with the frequency of the data. When standard errors for panel regression model coefficients are calculated, these correlations must be accounted for. Failing to do so will lead to savings estimates with standard errors that are biased downward.

This protocol strongly recommends that evaluators estimate robust standard errors clustered on subjects (the randomized unit in field trials) to account for within-subject correlation. Most statistical software programs, including STATA, SAS, and R, have regression packages that output regression-clustered standard errors.

Clustered standard errors account for having less information about energy use in a panel with N subjects and T observations per subject than in a dataset with N\*T independent observations. Because clustered standard errors account for these within-subject energy-use correlations, they are typically larger than OLS standard errors. When there is within-subject correlation, OLS standard errors are biased downward and overstate the statistical significance of the estimated regression coefficients.[[39]](#footnote-40)

* + 1. Opt-Out Subjects and Account Closures

Many BB programs allow subjects to opt out and stop receiving the treatment. This section addresses how evaluators should treat opt-out subjects in the analysis, as well as subjects whose billing accounts close during the analysis period.

As a general rule, evaluators should include all subjects initially assigned to the treatment and control groups in the savings analysis.[[40]](#footnote-41) For example, evaluators should keep opt-out subjects in the analysis sample. Opt-out subjects may have different energy use characteristics than subjects who remain in the program, and dropping them from the analysis would result in nonequivalent treatment and control groups. To ensure the internal validity of the savings, opt-out subjects should be kept in the analysis sample.

Sometimes treatment or control group subjects close their billing accounts after the program starts. Account closures are usually unrelated to the BB program or savings; most are due to households changing residences. Subjects in the treatment group should experience account closures for the same reasons and at the same rates as subjects in the control group; evaluators can thus safely drop treatment and control group subjects who close their accounts from the analysis sample.

However, if savings are correlated with the probability of an account closure, it may be best to keep subjects with account closures in the analysis sample. For example, if young households, which are the most mobile and likely to close their accounts, are also most responsive to BB programs, dropping these households from the analysis would bias the savings estimates downward,[[41]](#footnote-42) and evaluators should keep these households in the analysis.

If evaluators drop customers who close their accounts during the treatment from the regression estimation, they should still count the savings from these subjects for periods during the treatment before customers closed their accounts. To illustrate, when estimating savings for a 1-year BB program, evaluators can estimate the savings from subjects who closed their accounts and from those who did not as the weighted sum of the conditional average program treatment effects in each month:

Equation 9

Savings = ∑m = 112 -βm \* Daysm\* Nm

Where:

m = Indexes the months of the year

-βm = The conditional average daily savings in month m (obtained from a regression equation that estimates the program treatment effect on energy use in each month)

Daysm = The number of days in month m

Nm = The number of subjects with active accounts receiving the treatment in month m or in a previous month.

This approach assumes that savings in a given month for subjects who close their accounts are equal to savings of subjects whose accounts remain open.

* 1. Energy Efficiency Program Uplift and Double Counting of Savings

Many BB programs cause participants to increase their participation in other utility energy efficiency programs, a phenomenon often referred to as *efficiency program uplift*. For example, most home energy report programs encourage recipients to participate in other utility energy efficiency programs that provide cash rebates in exchange for adopting efficiency measures such as efficient furnaces, air conditioners, wall insulation, windows, and LEDs. The savings from this efficiency program participation are often referred to as joint savings or uplift savings.

Quantifying the effects of BB programs on efficiency program participation is important for two reasons:

* Uplift can be an important effect of BB programs and a potential additional source of energy savings.
* Savings from efficiency program uplift may be double counted if the uplift savings are unaccounted for. When a utility customer participates in an efficiency program because of a BB program intervention, the utility may count the program savings twice: once in the estimation of BB program savings and again in the estimate of savings for the rebate program. To avoid double-counting savings, evaluators must estimate savings from program uplift and subtract these savings from the behavior program savings or the uplifted program savings or apportion the uplifted savings between the behavior and uplifted programs and subtract the savings from both programs.[[42]](#footnote-43)
	+ 1. Estimating Uplift Energy Savings

For BB programs implemented as randomized experiments, estimating savings from lift in energy efficiency program participation is conceptually straightforward. To illustrate, suppose that a utility markets an energy efficiency measure to treatment and control group subjects identically through a separate rebate program. Customers in the behavioral treatment group also receive messaging encouraging them to adopt the measure. Because customers were randomly assigned to the treatment and control groups, the groups are expected to be equivalent except for the treated customers having received the BB program encouragement. Therefore, in comparing savings of BB program treatment and control group customers, evaluators can attribute any difference in the uptake of the measure between the groups to the behavioral treatment. To improve the accuracy of the uplift estimate, evaluators can estimate the impact as a difference-in-differences (DiD), by comparing the change in uptake of the measure between the pre- and post-treatment periods for treatment and control group customers. The DiD estimate will account for any pre-existing differences between treatment and control groups in the tendency to adopt the measure. If data are not available on the installation of the measure in the pre-treatment period (for example, if it was not rebated at that time), evaluators should estimate uplift savings based only on post-treatment differences.

Figure 5 illustrates the logic for calculating behavior program savings from efficiency program as a DiD. The figure shows energy savings from utility rebate program participation for treatment and control group customers during the pre-treatment and treatment periods. Although customers had been randomly assigned to receive treatment, treatment group customers had a slightly higher tendency to participate and greater savings (=5) during the pre-treatment period than the control group (=4). In this case, estimating program uplift by taking the simple difference in post-treatment savings between the treatment and control groups (8-4) would ignore the higher savings for the treatment group that would have occurred in absence of the BB treatment and yield an incorrect uplift savings estimate of 4. The true uplift savings equal 3, and an accurate estimate can be obtained as a D-in-D: (8-5) – (4-4).



Figure 5. Calculation of Double-counted Savings

To estimate BB program savings from efficiency program uplift, evaluators should take the following steps:

1. Collect energy efficiency program tracking data for treatment and control group customers for the year before treatment and all years of treatment. Match the BB program treatment and control group subjects to the utility energy efficiency program tracking data.
2. Calculate the uplift savings per treatment group customer as the difference-in-differences between treatment and control groups in average efficiency program savings per customer, where the savings are obtained from the utility tracking database of installed measures.[[43]](#footnote-44) The averages should be calculated over all treatment group customers and all control group customers, not just those who participated in efficiency programs. As described below, it may be necessary to adjust the deemed savings values in the utility tracking data for measures installed for less than one year.
3. Multiply the uplift savings per treatment group customer by the number of customers who were in the treatment group to obtain the total uplift savings.

Evaluators can estimate BB program savings from efficiency program participation for efficiency measures that the utility tracks at the customer level. Most measures for which utilities offer rebates—such as high-efficiency furnaces, windows, insulation, and air conditioners—fit this description. Also, evaluators can perform the uplift analysis for individual efficiency measures or programs or in aggregate across all programs and measures. Performing the analysis for individual measures or programs may provide useful insights about interactions between the BB program and other efficiency programs that an aggregate analysis cannot provide.

Evaluators should be mindful of specific reporting conventions for efficiency program measures in utility tracking databases. For example, many jurisdictions require utilities to report weather-normalized and annualized measure savings, which do not reflect when measures were installed during the year or the actual weather conditions that affect savings. In contrast, regression-based estimates of energy savings such as from Equation 4 will reflect installation dates of measures and actual weather. Evaluators should therefore adjust the annual deemed savings in the program reporting database to account for when measures were installed during the year and weather.[[44]](#footnote-45)

In addition, for BB programs treating customers for longer than one year, evaluators should account for the savings from uplift in previous years. Measures with a multiyear life installed in previous program years will continue to save energy for the remaining life of the measure. Depending on the utility’s conventions for reporting savings, it may be necessary to subtract savings from program lift in previous program years from the BB program savings estimate.[[45]](#footnote-46)

* + 1. Estimating Uplift for Upstream Programs

Upstream measures are those that the utility does not track at the customer level. The most important such measures are high-efficiency lights such as light-emitting diodes (LEDs) that are rebated through utility upstream programs. Most utilities provide incentives directly to retailers for purchasing these measures, and the retailers then pass on these price savings to utility customers in the form of retail discounts at the point of sale. Estimating behavior program savings for upstream measures is conceptually similar to that for downstream measures but requires a different data collection approach. Data on the purchases of rebated measures by treatment and control group subjects can be collected through customer surveys, store intercept surveys, or home site visits.[[46]](#footnote-47)

Evaluators wanting to estimate the lift in LED adoption from upstream programs should be aware that it may be necessary to collect data for large numbers of customers to detect small BB program treatment effects. If evaluators perform surveys, they should size their survey samples with the objective of being able to detect small but economically significant effects. However, if the treatment effect is small enough, the uplift savings from LEDs will also be small, and it may not be worth conducting surveys to measure it. Also, evaluators should adjust the lighting purchases impact estimates for in-service rates and the percentage of high efficiency lamps sold in the utility service area that received rebates.[[47]](#footnote-48) Evaluators should also be aware that some energy savings from purchasing LEDs may be offset by reductions in the hours of use of those bulbs by treated customers.

* 1. Savings Persistence and Measure Life

Most behavior-based program administrators and utility regulators assume a one-year measure life for HERs and other residential BB measures. Administrators and regulators have been conservative in their assumptions for several reasons. First, doubts exist about the persistence of behavioral savings after treatment ends for utility customers who had been changing thermostat or other equipment control settings or modifying other energy consumption behaviors. Second, until recently, there has been a lack of evidence demonstrating that BB savings persist and that the measure life was greater than one year. Finally, HERs and other BB measures are fundamentally different than home improvements such as LEDs or air source heat pumps because BB measures attempt to modify human behaviors, they often require repeated treatments to be effective, and BB savings decay faster after treatment ends. In light of these considerations, the default assumption for most BB program administrators has been that behavioral savings do not persist and that measure life is one year.

However, in the last seven years, researchers have conducted highly credible RCT studies demonstrating that HER customers continue to save energy after treatment ends and that savings may persist for several years.[[48]](#footnote-50) In addition, researchers have developed frameworks for estimating BB savings persistence and implementing a multi-year measure life (Khawaja and Stewart 2014; Jenkins et al., 2017). These frameworks account for repeated, multi-year program treatments and the gradual decay of behavior-based measure savings.

Because of this research, some BB program administrators and regulators have begun to reconsider the assumption of a one-year measure life or allowed for savings persistence. For example, the Illinois Technical Resource Manual (TRM) was recently updated to require adjustments to HERs savings for persistence. Other states previously or recently adopted a multi-year measure life for HERs or other BB measures or are proposing to adopt one.[[49]](#footnote-51)

The benefits of measuring and accounting for savings persistence include more accurate estimates of the true BB program benefits and costs and therefore the potential for better energy efficiency resource allocation. In addition, accounting for BB savings persistence may enable program administrators to better design their programs and to increase the program cost effectiveness. For example, if HER savings persistence is sufficiently great, program administrators may be able to reduce program costs by sending reports to customers less frequently without significantly decreasing savings. Ongoing research about the sources of BB savings persistence could also inform the design of BB programs. For example, if physical home efficiency improvements are found to be the source of savings persistence, as suggested by Brandon et al. (2017), it might be more possible to stop treatment and still obtain savings than if changes in equipment settings or behavior changes are responsible.

This part of the protocol provides evaluators with guidance about HER savings accounting and designing experiments to estimate BB savings persistence and measure life and about estimating BB savings when savings from previous treatments persist. The protocol does not recommend specific savings decay or measure life assumptions.

* + 1. BB Savings Persistence and Measure Life Concepts

The specific HER savings persistence and measure life concepts presented below are meant to be illustrative of how program administrators can perform HER savings accounting with a multi-year measure life. HER savings accounting methods are still evolving, and there is not yet consensus about the details. Below, the protocol describes approaches that two states have implemented for performing HER savings accounting.

The figure shows the average annual savings per customer for the first five program years. Suppose in the first year, the BB treatment generates 100 kWh of savings. Assume that savings from this treatment and all subsequent treatments partially persist, decaying at a 20% annual rate. In the second year, the BB treatment generates 150 kWh, but not all these savings are attributable to the year 2 treatment. Eighty kWh of savings are from the year 1 treatment, and the remaining 70 kWh of savings are new savings attributable to the year 2 treatment.[[50]](#footnote-52) In year three (and years four and five), the same logic applies. Only a portion of the annual savings are attributable to that year’s treatment. In year 3, 64 kWh of savings are from year 1 treatment, 56 kWh of savings are from the year 2 treatment, and 68 kWh are new savings, attributable to treatment in year 3.



**Figure 6. Illustration of Savings Persistence**

Figure 6 shows (1) for each year of BB treatment new savings are generated and that a fraction of the new savings persist in future years; and (2) for BB programs in which the same customers receive treatments in multiple years, some annual savings may be attributable to treatments provided in previous years. This implies that after year 1 only a portion of annual savings will be attributable to treatment in that year.

In this simple example, with a constant annual savings decay rate, the lifetime savings from the year t treatment is the sum of year t new savings ) and savings in future years from persistence of year t savings:

where , 0≤  < 1, is the savings decay rate. For instance, if =0.2, lifetime savings would equal 5.

Also, with measurements of the annual savings in year t, new savings from previous years of treatment, and the savings decay rate, it is possible to deduce new savings in the program’s tth year.

where is an estimate of the annual savings.

For example, the new savings in program year 3 equals:

In the above example, to estimate the year 3 new savings, the evaluator would estimate the year 3 annual savings (188 kWh) by regression analysis and then subtract the decay-adjusted year 1 and year 2 new savings, which equal, respectively, 64 kWh and 56 kWh. The year 3 new savings equal 68 kWh.

The above formulas for lifetime and new savings neglect that most behavioral energy-efficiency programs experience attrition in the number of program participants due to customers moving residences and closing their accounts. A more accurate estimate of these savings would account for this attrition. If the annual rate of customer attrition equals , *0≤  <* 1:

and

For example, with customer attrition, new savings in program year 3 would equal:

Evaluators may also need an estimate of BB measure life. The measure life of a behavior-based treatment (e.g., reports sent in the second year of a program) can be defined as the lifetime savings expressed in terms of first-year savings equivalents:

For example, for  = 0.2 and  = 0.1, measure life for a behavior-based treatment in year *t* would equal 3.57 years. The lifetime savings from the year *t* treatment equal approximately 3.5 times the new savings in year *t*.

illustratesavings persistence and measure life conceptspresentationthat savings decay indefinitely at a and the customer attrition rate is constantthese assumptions, while simplifying the savings accounting, may not hold and need not be used. For example, the savings persistence rate may change over time, savings may persist for a finite number of periods, or customer attrition rates may vary. Erelax the assumptions and adapt the above framework to their own situations However, eare validabove

The following section describes how Illinois and Pennsylvania have conducted HER savings accounting with a multi-year measure life.[[51]](#footnote-53)

* + - 1. Illinois

The Illinois TRM incorporates the HER savings accounting framework described above with several modifications.[[52]](#footnote-54) The TRM assumes that HER electricity and gas savings only persist for five years and that the electric savings decay at 20% in the first year after treatment and then at a higher rate for the second, third, fourth, and fifth years after treatment.[[53]](#footnote-55) After the fifth year, the savings completely decay. Gas savings decay at a faster rate.

Table 3 presents the Illinois TRM persistence factors for new savings as a function of years since the savings were first realized. The savings persistence factors equal one minus the cumulative savings decay rate.

Table 3. Illinois TRM HER Savings Persistence Factors

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Fuel | Persistence factor for year *t* new savings1 in year t | Persistence factor for year t new savings in year t+1 | Persistence factor for year t new savings in year t+2 | Persistence factor for year t new savings in year t+3 | Persistence factor for year t new savings in year t+4 |
| Electricity | 100% | 80% | 54% | 31% | 15% |
| Natural Gas | 100% | 45% | 20% | 9% | 4% |
| 1New savings are the sum of avoided decay savings and incremental savings in year t.Source: Illinois TRM (2019). |

For example, with an annual customer attrition rate of a, new savings in program year 3 in Illinois would equal:

In this calculation, before accounting for attrition in the number of treated customers, 80% of year 2 new savings are assumed to persist to year 3 and 54% of year 1 new savings (all savings are new) are assumed to persist to year 3.

The Illinois TRM determined the HER savings persistence factors based on HER savings persistence estimates for electricity and gas utilities inside and outside of Illinois. The TRM persistence factors will be updated as findings from new studies about HER savings persistence become available.

* + - 1. Pennsylvania

The Pennsylvania TRM also assumes a multi-year HER measure life and incorporates, with modifications, the above-described savings accounting framework. The TRM assumes that HER savings decay *continuously* at a linear rate of 31.3% per year for program populations treated for two or more years. The savings persistence rate is assumed to be 0% for the first year of treatment.

Table 4. Pennsylvania TRM HER Electricity Savings Persistence Factors1

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Program Year | Persistence factor for year *t* new savings2 in year t | Persistence factor for year t new savings in year t+1 | Persistence factor for year t new savings in year t+2 | Persistence factor for year t new savings in year t+3 | Persistence factor for year t new savings in year t+4 |
| First year | 100% | 0% | 0% | 0% | 0% |
| Second and later years | 100% | 84.4% | 53.1% | 21.8% | 0% |
| 1The savings persistence factors were calculated using the default annual savings decay assumption of 31.3% and the persistence formulas in the Pennsylvania TRM. 2New savings are the sum of avoided decay savings and incremental savings in year t.Source: Pennsylvania Act 129 Phase IV TRM (2019). |

The continuous linear decay rate means implies that following the second treatment year 15.65% of second-year savings, all which are assumed to be “new,” decay in the next year or, equivalently, that 84.35% (=1-0.313\*(1-0.5)) persist. Similarly, 53.1% (=1-0.313\*(2-0.5)) of second year savings persist after two years.

As an example, with an annual customer attrition rate of , new savings in program year 4 would equal:

Since it is assumed none of the annual savings from the first program year persist, the first-year savings do not enter the calculation of savings for program year 4.

The Pennsylvania TRM determined the HER savings persistence factor of 31.3 percent based on analysis of HER savings persistence for Pennsylvania electric distribution utilities.[[54]](#footnote-56) Program administrators can employ alternative savings persistence factors if they are obtained from RCT savings persistence studies of their programs.

* + 1. Estimating BB Savings Persistence

This section describes how evaluators can design studies to obtain estimates of savings persistence and savings decay for BB measures.

* + - 1. Study Design

This protocol recommends that evaluators employ RCTs to estimate the persistence of BB savings after participants stop receiving treatment. The application of an RCT to estimate savings persistence should proceed similarly to the application of RCTs previously discussed in this protocol.

Figure 7 illustrates an RCT savings persistence experiment. The program administrator is assumed, as in Figure 1, to have implemented the BB program as an RCT with opt-out design; customers from the study population were randomly assigned to receive the treatment or to a control group, and treated customers can opt out of the program. To economize on space, Figure 7 does not show the utility’s option at the beginning of the program to screen customers or that after treatment starts customers can opt out of the program.



Figure . Illustration of Savings Persistence Study Design

The persistence study starts after treatment group customers have received treatment for some duration (e.g., one, two, or three years). Though not illustrated, the utility may choose to screen the treatment group (and the control group) and study persistence for a specific subpopulation (e.g., by an energy use, socio-demographic, or housing characteristic). Also, the persistence study population must include treatment group customers who opted out, because evaluators will need to make energy use comparisons between the persistence study population and the original control group, which includes customers who would have opted out if they had been treated.

The next step is to randomly assign customers in the persistence study population to one of two groups. Customers in the “discontinued treatment” group will stop receiving the treatment; customers in the “continued treatment” group will continue receiving it. Evaluators should size, that is, assign enough customers to, the continued and discontinued customer treatment groups to detect the expected savings. The utility then administers the experiment and after enough time has passed collects energy consumption data for the report discontinuation period for control customers, discontinued treatment group customers, and continued treatment group customers to estimate savings persistence.

To estimate savings for discontinued customers (“persistence savings”), the evaluator should compare the energy consumption of customers in the discontinued treatment group with the energy consumption of customers in the original control group during the discontinuation period. Under *Savings Measurement* in Figure 7, this difference is shown as the dashed, light-green box and represents the post-treatment savings for customers who no longer received the treatment.

The savings persistence rate can be estimated in two ways. This protocol recommends that evaluators compare the savings of the continued and discontinued treatment groups after treatment is discontinued. The continued treatment group savings represent the savings that the discontinued treatment group would have achieved if treatment had continued. Therefore, the ratio of the savings shows the percentage of the continued treatment group savings that persist after customers stop receiving treatment.

Evaluators can also estimate savings persistence by comparing the savings of the discontinued treatment group after treatment was discontinued with the group’s savings before treatment was suspended. For evaluators wanting to measure savings persistence after a program administrator stops treating all customers in the behavior program, this approach is the only option. A limitation of this approach is, however, that savings may depend on weather, program implementation changes, or other time-varying factors, which, if not accounted for when comparing savings over time, can bias estimates of the savings persistence.

Both ways of calculating savings persistence only measure savings persistence rates for customers whose treatment was discontinued after a certain length of treatment (e.g., 2 years). Evaluators would need to conduct a series of discontinuation experiment to measure savings persistence for customers receiving treatment for fewer or greater number of years.

* + - 1. Estimating Savings Persistence

Suppose a utility started the treatment in period t = 1 and administered it for t\*>0 periods. Beginning in period t = t\*+1, the utility stopped administering the intervention for a random sample of treated customers. Evaluators can estimate the average savings per customer for customer who continues to receive the treatment (continuing treatment group) and for those who stopped receiving the treatment after period t\* (discontinued treatment group).

Assuming pretreatment energy consumption data are available, the following fixed effects difference-in-differences regression equation can be used to estimate savings during treatment and savings after treatment stops. This specification is estimated with consumption data for treatment and control group customers:[[55]](#footnote-57)

Equation 10

kWhit = i + t + 1P1,­t\*Tci + 2P1,­t\*Tdi + 3P2,t\*Tci + 4P2,t\*Tdi + it

Where:

kWhit = electricity consumption by customer i in period t.

i = A customer fixed effect (an unobservable that affects energy use for customer i). These effects can be estimated by including a separate intercept for each customer.

t = The time-period fixed effect (an unobservable that affects the consumption of all subjects during time period t). The time period effect can be estimated by including a separate dummy variable for each time period t, where t = -T, -T+1, …, -1, 0, 1, 2, ..., T.

1 = The average energy savings per continued customer caused by the treatment during periods t = 1 to t = t\*.

P1,t = An indicator variable for periods when customers in the continued *and* discontinued treatment groups received the treatment. It equals 1 if period t occurs between periods t = 1 and t = t\* and equals 0 otherwise.

Tci = An indicator for whether customer i is in the continued treatment group. The variable equals 1 for customers in the continued treatment group and equals 0 for customers not in the continued treatment group.

2 = The average energy savings per discontinued customer caused by the treatment during periods t = 1 to t = t\*.

Tdi = An indicator for whether customer i is in the discontinued treatment group. The variable equals 1 for customers in the discontinued treatment group and equals 0 for customers not in the discontinued treatment group.

3 = The average energy savings from the treatment for customers in the continued treatment group when t>t\*.

P2,t = An indicator variable for periods when continued treatment group customers received the treatment and discontinued treatment group customers did not receive the treatment. It equals 1 if period t occurs after t = t\* and equals 0 otherwise.

4 = The average energy savings for customers in the discontinued treatment group when t>t\*.

If the persistence study is implemented as an RCT, OLS estimation of Equation 9 is expected to yield unbiased estimates of savings for customers in the continued treatment group (3) and discontinued treatment group (4) after the discontinued group stops receiving treatment.[[56]](#footnote-58) To estimate savings persistence after treatment stops, evaluators can take the difference between savings during treatment (2) and post-treatment savings (4) for subjects in the discontinued treatment group or the difference between post-treatment savings for the discontinued treatment group (4) and the same period savings for the continued treatment group (3).

* + 1. Practical Evaluation Considerations

Evaluators conducting experiments to measure BB savings persistence should be mindful of several issues. First, stopping delivery of HERs or other BB treatments to estimate savings persistence may involve loss of some energy savings from discontinued customers, especially if the measure life is one year or program administrators are prevented from claiming persistence savings from discontinued customers. Also, the suspension of treatment may not result in a commensurate reduction in program administration and implementation costs, so that the program’s cost-effectiveness may be adversely affected. It is also possible that suspending reports or treatment may dissatisfy some utility customers grown accustomed to receiving treatment.

Program administrators not wanting to conduct their own experiments can use findings about savings persistence from other studies but should borrow from studies that have validity for their own programs. As the rate of BB savings persistence may depend on climate, presence of other efficiency programs, and BB program implementation strategies, including the frequency of prior treatment (e.g., quarterly vs. monthly), duration of prior treatment (number of years of treatment), and the form of the treatment (e.g., electronic or paper HERs), savings persistence estimates for one group of utility customers may not apply to other groups.

Finally, Equation 10 estimates savings for continued and discontinued treatment group customers for the actual weather over the analysis period, but evaluators may want to normalize the persistence savings estimates for year-to-year variation in weather. To obtain weather-normalized savings, evaluators can estimate savings as a function of cooling degrees and heating degrees by adding stand-alone heating and cooling degrees variables and three-way interaction variables of degrees with each of P1,­t\*Tci, P1,­t\*Tdi, P2,t\*Tci, and P2,t\*Tdi to the right side of Equation 10. All independent variables in Equation 10 would also remain in this enhanced specification. For example, in a savings model estimated with monthly billing data, the coefficients on the interaction terms would indicate how savings before and after discontinuation of treatment depended on HDDs and CDDs. The coefficients on the two-way interaction variables P1,­t\*Tci, P1,­t\*Tdi, P2,t\*Tci, and P2,t\*Tdi would indicate the average savings unrelated to weather. Estimating this specification requires within-time period (e.g., a day or month) variation between customers in heating and cooling degrees. Without such variation, it is not possible to isolate the consumptions impact of weather from the impacts of other time-specific factors, which the time-period fixed effects account for.

1. Reporting

BB program evaluators should carefully document the research design, data collection and processing steps, analysis methods, and plan for calculating savings estimates. Specifically, evaluators should describe:

* The program implementation and the hypothesized effects of the behavioral intervention
* The experimental design, including the procedures for randomly assigning subjects to the treatment or control group
* The sample design and sampling process
* Processes for data collection and preparation for analysis, including all data cleaning steps
* Analysis methods, including the application of statistical or econometric models and key assumptions used to identify savings, including tests of those key identification assumptions
* Results of savings estimate, including point estimates of savings and standard errors and full results of regressions used to estimate savings.

A good rule-of-thumb is that evaluators should report enough detail such that a different evaluator could replicate the study with the same data. Every detail does not have to be provided in the body of the report; many of the data collection and savings estimation details can be provided in a technical appendix.

1. Looking Forward

Evaluators and program administrators should employ randomized experiments for evaluating BB programs whenever possible. However, some BB programs may be difficult or costly to evaluate using randomized experiments. In these cases, evaluators must employ quasi-experiments that rely on random but uncontrolled variation in who participates.

An important question concerns the accuracy of quasi-experimental methods such as propensity-score matching, regression discontinuity, and DiD estimation for evaluating BB programs. Evaluators of BB programs have employed and will continue to employ these methods. Although this protocol has cited several studies comparing the accuracy of randomized experiments and quasi-experiments, more research will be needed to draw firm conclusions about the accuracy of quasi-experiments.

Depending on the outcome of this research and acceptance by regulators and program administrators of savings estimates from quasi-experiments, evaluators could give consideration to updating this protocol to include quasi-experimental methods.
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1. See Ignelzi et al. (2013) for a classification and descriptions of different BB intervention strategies and Mazur-Stommen and Farley (2013) for a survey and classification of current BB programs. Also, a Minnesota Department of Commerce, Division of Energy Resources white paper (2015) defines, classifies, and benchmarks behavioral intervention strategies. [↑](#footnote-ref-2)
2. See Allcott (2011), Davis (2011), and Rosenberg et al. (2013) for savings estimates from residential BB programs. [↑](#footnote-ref-3)
3. See the 2018 Consortium for Energy Efficiency (CEE) database for a list of utility behavior programs; it is available for download: <https://library.cee1.org/content/2018-behavior-program-summary-public-version> [↑](#footnote-ref-4)
4. Vendors that offer residential BB programs include Aclara, C3 Energy, ICF, Oracle Utilities (Opower), Simple Energy, and Tendril. [↑](#footnote-ref-5)
5. The 2013 CEE database includes descriptions of many residential BB programs with alternative designs such community-focused programs, college dormitory programs, K-12 school programs, and programs relying on social media. [↑](#footnote-ref-6)
6. Allcott (2011) compares RCT difference-in-differences (DiD) savings estimates with quasi-experimental simple differences and DiD savings estimates for several home energy reports programs. He found large differences between the RCT and quasi-experimental estimates. Also, Baylis et al. (2016) analyzed data from a California utility time-of-use and critical peak pricing pilot program and found that RCT produced more accurate savings estimates than quasi-experimental methods such as DiD and propensity score matching that relied on partly random but uncontrolled variation in participation. [↑](#footnote-ref-7)
7. As discussed in the “Considering Resource Constraints” section of the UMP *Chapter 1: Introduction*, small utilities (as defined under U.S. Small Business Administration regulations) may face additional constraints in undertaking this protocol. Therefore, alternative methodologies should be considered for such utilities. [↑](#footnote-ref-8)
8. Evaluators may be able to apply the methods recommended in this protocol to the evaluation of some nonresidential BB programs. For example, Pacific Gas and Electric (PG&E) offers a Business Energy Reports Program, which it implemented as an RCT (Seelig 2013). Also, Xcel Energy implemented a business energy reports program as an RCT (Stewart 2013b). Other nonresidential BB programs may not lend themselves to evaluation by randomized experiment. For example, many strategic energy management programs enroll large industrial customers with unique production and energy consumption characteristics for which a randomized experiment would not be feasible (NREL 2017). [↑](#footnote-ref-9)
9. Process evaluation objectives may be important, and omission of them from this protocol should not be interpreted as a statement that these objectives should not be considered by program administrators. [↑](#footnote-ref-10)
10. In opt-in programs, customers enroll or select to participate. In opt-out programs, the utility enrolls the customers, and the customers remain in the program until they opt out. An example opt-in program is having a utility web portal with home energy use information and energy efficiency tips that residential customers can use if they choose. An example opt-out program is sending energy reports to utility selected customers. [↑](#footnote-ref-11)
11. For example, Harding and Hsiaw (2012) use variation in timing of adoption of an online goal-setting tool to estimate savings from the tool. [↑](#footnote-ref-12)
12. When this protocol uses the term randomized experiments, it refers to RCTs or REDs, not other experimental evaluation approaches such as natural experiments or quasi-experiments. [↑](#footnote-ref-13)
13. List (2011) describes many of the benefits of employing randomized field experiments. [↑](#footnote-ref-14)
14. Allcott (2015) analyzes the external validity of savings estimates from evaluations of 111 RCTs of home energy reports programs in the United States and shows that the first utilities implementing the programs achieved higher savings than utilities that implemented such programs subsequently. [↑](#footnote-ref-15)
15. The number of subjects in the treatment group may also depend on the savings goal for the program. [↑](#footnote-ref-16)
16. A Type I error occurs when a researcher rejects a null hypothesis that is true. Statistical confidence equals 1 minus the probability of a Type I error. A Type II error occurs when a researcher accepts a null hypothesis that is false. Many researchers agree that the probability of a 5% Type I error and a 20% Type II error is acceptable. See List et al. (2010). [↑](#footnote-ref-17)
17. EPRI (2010) illustrates that, all else equal, repeated measure designs, which exploit multiple observations of energy use per subject both before and after program intervention, require smaller analysis sample sizes than other types of designs. [↑](#footnote-ref-18)
18. This protocol focuses on estimating average treatment effects; however, treatment effects of behavior programs may be heterogeneous. Costa and Kahn (2010) discuss how treatment effects can depend on political ideology and Allcott (2011) discusses how treatment effects can depend on pretreatment energy use. [↑](#footnote-ref-19)
19. This graphic and the following ones are variations of those that appeared in SEE Action (2012). A coauthor of the SEE Action report and the creator of that reports’ figures is one of the authors of this protocol. [↑](#footnote-ref-20)
20. For an example of a power calculation for REDs, see Fowlie (2010). [↑](#footnote-ref-21)
21. This approach of estimating savings from the intervention because of encouragement assumes zero savings for customers who received encouragement but did not accept the intervention. If encouraged customers who did not accept the intervention reduced their energy use in response to the encouragement, the savings estimate for compliers will be biased upward. [↑](#footnote-ref-22)
22. If the effect of program participation is the same for compliers as for others, those who would have participated without encouragement (always takers) and those who do not participate (never takers), the RED will yield an unbiased estimate of the population average treatment effect. [↑](#footnote-ref-23)
23. For an example of the successful application of an RED, see SMUD (2013). [↑](#footnote-ref-24)
24. A frequent objection to the use of randomized experiments is that some utility customers may not have the opportunity to participate in a program. However, programs are often limited to a certain subset of customers; for example, a program may start out as limited to customers in a certain county or other geographic location. REDs allow any customers who would like to participate the opportunity to do so, even if they are in the control group. In our view, limiting the availability of the program to certain customers in RCTs is done with the worthy objective of advancing the utility’s knowledge of program savings effects and making future allocation of scarce efficiency resources more optimal. [↑](#footnote-ref-25)
25. The model with pre-treatment consumption control variables is a significantly more efficient estimator (that is, it is expected to have smaller variance) than the DiD estimator when the model errors are independent and identically distributed or when serial correlation of consumption is low (Burlig, Preonas, and Woerman 2017). This model is more efficient because it uses one degree of freedom rather than multiple degrees of freedom—one for each study subject—to account for between-subject differences in consumption. However, when serial correlation of customer consumption is high, there is little or no gain in efficiency over the fixed effects the DiD approach. [↑](#footnote-ref-26)
26. Post-only or DiD estimation with customer fixed effects also accounts for differences in mean energy use between treatment and control group subjects that are introduced when subjects are randomly assigned to the treatment or control group. Evaluators may not expect such differences with random assignment; however, these differences may nevertheless arise. [↑](#footnote-ref-27)
27. A program can consist of a collection of randomized cohorts or waves in which the treatment effect of interest is at the program level and not at the level of individual cohorts. In this case, power calculations and tests of statistical significance can be applied to the collection of cohorts. Examples of this design include behavioral programs that consist of several waves launched over time or rolling enrollment waves. [↑](#footnote-ref-28)
28. The utility may also base the number of subjects in the treatment group on the total savings it desires to achieve. [↑](#footnote-ref-29)
29. Shadish et al. (2002) discuss the benefits of stratified random assignment. Bruhn and McKenzie (2009) compare stratified random assignment and re-randomization methods and finds that stratification is superior. [↑](#footnote-ref-30)
30. If energy use data are available for the periods before and during the treatment, it is possible to control for time-invariant differences between sampled treatment and control group subjects using subject fixed effects. [↑](#footnote-ref-31)
31. A single measurement of energy use for each sampled unit during the treatment period also results in an unbiased estimate of program savings. The statistical significance of the savings estimate depends on the variation of the true but unknown savings and the number of sampled units. [↑](#footnote-ref-32)
32. Greene (2011) Chapter 11 provides more details. [↑](#footnote-ref-33)
33. Standard econometric formulations assume that fixed effects account for unobservable factors that are correlated with one or more independent variables in the model. This correlation assumption distinguishes fixed-effects panel model estimation from other types of panel models. Fixed effects eliminate bias that would result from omitting unobserved time-invariant characteristics from the model. In general, fixed effects must be included to avoid omitted variable bias. In an RCT, however, fixed effects are unnecessary to the claim that the estimate of the treatment effect is unbiased because fixed effects are uncorrelated with the treatment by design. Although fixed effects regression is unnecessary, it will increase precision by reducing model variance.

Some evaluators may be tempted to choose to use random-effects estimation, which assumes time- or subject-invariant factors are uncorrelated with other variables in the model. However, fixed-effects estimation has important advantages over random-effects estimation: (1) it is robust to the omission of any time-invariant regressors. If the evaluator has doubts about whether the assumptions of the random-effects model are satisfied, the fixed-effects estimator is better; and (2) it yields consistent savings estimates when the assumptions of the random-effects model holds. The converse is not true, making the fixed-effects approach more robust.

Because weaker assumptions are required for the fixed-effects model to yield unbiased estimates, this protocol generally recommends the fixed-effects estimation approach. The remainder of this protocol presents panel regression models that satisfy the fixed-effects assumptions. [↑](#footnote-ref-34)
34. For a treatment that is continuous, an example might be t = 1 on the first day that the treatment starts, t = 2 on the second day, etc.; for a treatment that occurs during certain days only (for example, a day when the utility’s system peaks), an example might be t = 1 during the first critical event day, t = 2 during the second, etc. [↑](#footnote-ref-35)
35. Although the methods recommended in this protocol minimize the potential for violations of the assumptions of the classical linear regression model, evaluators should be aware of–and take steps to minimize—potential violations. [↑](#footnote-ref-36)
36. If the number of time periods is very large, the number of time period indicator variables in the regression may overwhelm the capabilities of the available statistical software. Another option for estimation is to transform the dependent variable and all of the independent variables by subtracting time period-specific means and then running the OLS on the transformed data. [↑](#footnote-ref-37)
37. This model is also sometimes referred to as lagged dependent variable or post-period regression with pre-period controls. [↑](#footnote-ref-38)
38. Some researchers refer to this model as a “post-only” model; however, this name is misleading because the model uses pre-treatment consumption as an explanatory variable. In a personal correspondence with the authors, Hunt Allcott, who introduced this method in evaluation of Home Energy Reports, points out that if seasonal effects are being estimated, this model “has slightly smaller standard errors and can be better at addressing naturally occurring randomization imbalances that may result in the baseline pretreatment energy usage differing between the control and treatment group.” [↑](#footnote-ref-39)
39. Bertrand et al. (2004) show when DiD studies ignore serially correlated errors, the probability of finding significant effects when there are none (Type I error) increases significantly. [↑](#footnote-ref-40)
40. This protocol urges evaluators not to arbitrarily drop outlier energy use observations from the analysis unless energy use was measured incorrectly. If an outlier is dropped from the analysis, the reasons for dropping the outlier and the effects of dropping it from the analysis on the savings estimates should be clearly documented. Evaluators should test the sensitivity of the results to dropping observations. [↑](#footnote-ref-41)
41. See State and Local Efficiency Action Network (2012), p. 30. [↑](#footnote-ref-42)
42. This protocol does not take a position on which program gets credit for the uplift. When a BB intervention causes participation in an energy efficiency program, we know that the program participation would not have occurred without the intervention. However, the amount of uplift caused by the BB intervention may depend on the dollar incentives provided by the efficiency program. For example, the BB program may produce greater lift in participation for a program incentive of $200 than $100. To determine the relationship between uplift and the incentive amount, it would be necessary to randomize the incentive amount and to study participation as a function of incentives and who receives the BB intervention. It is common practice for evaluators to attribute all joint or uplift savings to other energy efficiency programs by subtracting them from the BB program savings. This is a simple and convenient approach for avoiding double counting of savings. [↑](#footnote-ref-43)
43. A simple difference can be used if evaluators verify that pre-treatment energy efficiency program participation and savings are equal for treatment and control group customers or if pre-treatment energy efficiency program data are not available. Pre-treatment data will be unavailable for new programs. [↑](#footnote-ref-44)
44. For an example of a HER program evaluation that makes these adjustments, see Cadmus (2018) and DNV-GL (2018). [↑](#footnote-ref-45)
45. Most utilities only claim the first-year savings for program measures, but each measure has an average useful life value associated with it, with the assumption that each measure continues to save energy for its useful life. To be consistent with how the utility tracks savings for rebated measures, if the evaluator subtracts all uplift savings from the BB program, meaning that the energy efficiency rebate program claims all uplift savings, the evaluator should subtract the uplift savings from the HER savings in subsequent years for the life of rebated measures; otherwise, the joint savings will be double counted. See Cadmus (2018) and DNV-GL (2018) for evaluations that account for savings from rebated measures in previous years. [↑](#footnote-ref-46)
46. See PG&E (2013) for an example of a study employing home visits. [↑](#footnote-ref-47)
47. Upstream lighting savings captured in the BB program savings calculation equals the product of the BB treatment effect on upstream lighting purchases (in bulbs, estimated from the comparison of treatment group and control group purchases), the in-service rate, and the unit savings. The portion of these upstream lighting savings claimed by the upstream lighting program equals the product of the upstream lighting savings, the ratio of upstream sales to total market sales, and the upstream program net-to-gross ratio. [↑](#footnote-ref-48)
48. For studies showing that energy savings may persist after customers stop receiving home energy reports, see Integral Analytics (2012), Allcott and Rogers (2014), Navigant (2016), Navigant (2017), DNV GL (2016), Skumatz (2016), NMR Group (2017), and DNV GL (2018). Allcott and Rodgers (2014) estimate a savings decay rate of about 19% per year. There is less agreement about the causes of savings persistence, that is, whether customers have formed long-lasting savings habits or customers have made long-lasting home energy efficiency improvements. Based on analysis of 38 HER program RCT evaluations, Brandon et al. (2017) provide evidence that up to half of HER savings persistence may be attributable to physical capital improvements to homes. However, HER program administrators use a variety of messaging to encourage different savings activities, and the share of HER savings from physical home improvements may vary significantly across programs. [↑](#footnote-ref-50)
49. As of July 2019, Illinois, Connecticut, New Hampshire, and Minnesota have adopted a multi-year measure life for home energy reports. Pennsylvania is considering an HER multi-year measure life. [↑](#footnote-ref-51)
50. The new savings can be further divided into avoided decay and incremental savings. Avoided decay is the difference between the previous year’s savings and the savings that would have occurred if treatment had not resumed. Incremental savings are the difference in annual savings between the current and previous year. [↑](#footnote-ref-52)
51. Also, see NMR (2017) for application of this protocol’s framework to a HER program in Connecticut and ADM (2018) for application to a Utah HER program. [↑](#footnote-ref-53)
52. See Jenkins et al. (2017) for a description of the IL TRM framework development. [↑](#footnote-ref-54)
53. 2019 Illinois Statewide Technical Reference Manual for Energy Efficiency Version 7.0, Volume 4: Cross Cutting Measures and Attachments. Final Version: September 28, 2018. pp. 9-10. [↑](#footnote-ref-55)
54. See Pennsylvania Statewide Evaluation Team (2018). [↑](#footnote-ref-56)
55. Evaluators can also implement a variant of the lagged dependent variable model (Equation 7) to estimate savings persistence. [↑](#footnote-ref-57)
56. Evaluators can test the identifying assumption that assignment of treatment group customers to the discontinued treatment group was random by comparing the consumption of continuing and discontinuing treatment group subjects prior to the first treatment. If assignment was done at random, there should not be statistically significant differences in consumption between the two groups during this period. [↑](#footnote-ref-58)