Final Technical Report
Cover Page

Federal Agency to which Report is submitted: DOE EERE — Wind & Water Power Program
Recipient: NOAA Earth Systems Research Laboratory
Award Number: DE-EE0003080
Project Title: The Wind Forecast Improvement Project (WFIP): A Public/Private Partnership
for Improving Short Term Wind Energy Forecasts and Quantifying the Benefits of Utility
Operations.

Project Period: February 1, 2011 - October 31, 2013

Principle Investigator: James Wilczak, NOAA/ESRL Team Lead- Boundary Layer Processes
and Applications, james.m.wilczak@noaa.gov, 303-497-6245

Report Submitted by: Melinda Marquis, NOAA/ESRL Renewable Energy Manager,
melinda.marquis@noaa.gov, 303-497-4487

Date of Report: April 30,2014
Covering Period: February 1, 2011 — October 31, 2013

Working Partners: WindLogics Inc., (Cathy Finley, Senior Scientist,
cfinley@windlogics.com, 651-556-4283)

AWS Truepower LLC, (Jeffrey Freedman, currently Research Associate
Professor, SUNY Albany, jfreedman@albany.edu, 518-437-8737)

Cost-Sharing Partners: None

DOE Project Team: DOE HQ Program Manager — Jose Zayas
DOE Field Contract Officer — Pamela Brodie
DOE Field Grants Management Specialist — Jane Sanders
DOE Field Project Officer — Brad Ring
DOE/CNJV Project Monitor — Yelena Onnen

Signature of Submitting Official: ’\; h A ’%\é‘? L?)//‘
P

This report is based upon work supported by the U. S. Department of Energy under Award No.
DE-EE0003080. Any findings, opinions, and conclusions or recommendations expressed in this
report are those of the authors and do not necessarily reflect the views of the Department of
Energy.



WFIP NOAA Final Report - Page i

TABLE OF CONTENTS
TABLE OF CONTENTS ........ceoi ettt e e et e e et e e e et e et e e e e e e a e et e et e e e e a e e ea e ea e et ensanensenennens i
EXECURIVE SUMIMAIY ..........conieeiei ettt ettt e e e et e e e e e e e et et et e et e e e et e e neanes 1
O o o] T=Lot 011 =T 4V -1 U 4
i R e K3 [ [o I SN A - 11 4P 4
1.2 Team Partners, TWO StUAY AN@aS. ... uuuiuuiiin ittt eete et e et et e et e et e et e e e et e ea e ea e et e eaaeaaanaanaannaanaees 8
2. WFIP OBSEIVALIONS .........ccuieeiiieeiii ettt e e e e et e e e et e e e e et e e et e et e e et n e et e e et naeaaneaes 11
2 Vo T A W] 0 1= - 1 o Yo Y 11
2.2 Site Selection and Preparation, Leases, Data Transmission and Handling ...............coooiiiiiiiiinincnns 21
2.3 Data Quality Control and Instrument PerformanCe ........couuiiiiiii i e e e e e eaaes 22
2.3 INSTrUMENT INTEI-COMPAIISONS . .uuiiii it eii et e e et e e e e et e et e et e et e et e et e et e et e et e et e et eetnaetnaetnaeanaranes 31
2 1[0V 0 17 Lo - K3 PP 34
3.1 Rapid Update CYCle (RUC) ...ceuiriii ettt e e e e et e e e et e et e et e et e et e eaeeaeeaeeneaneannaens 35
R Yo Lo I = =1 T 2 2 PP 36
3.3 High Resolution Rapid Refresh (HRRR) ......cuuiiiiiiiiiiici e e e e e e e e aneees 37
3.4 NAM and NAM CONUSNEST .. cuiitiiiiiie e e e e e et e et e e e et e et et e e e e e e e e eneea et et et eaneanaanrennenneens 37
3.5 RAP @and HRRR IM IOV EMENTS .. ..u ittt e et et e e e e e e et e et e et e et e et e et e et e et e ea e an e eaneanaanaenn 40
3.6 HPC & Data Storage ReqUINEMIENTS. ..cuuiii ittt e e e e e e e e et e et e an e enaens 40
4. DAtA ASSIMIIALION ................cnenie ittt e e e e e e et e et et e e e e et ettt e et e aaaans 41
o T T 43
4.2 NAM/NDAS GN0 CONUSNEST ... eetteiiieeit et ee e et e e e et e e e e et e e s e e et e e ea e s st e estaaesateseanaessaneesens 44
4.3 Additional Observational Data ProCESSING .......ccuuiieuiiii ettt e e e et e e e e e e eeens 45
4.4 GSI 3DVar Parameter SEEtINES ... euu ettt ettt et e et e et e e e e e e ns 46
5. Evaluation of Real-Time FOrECASLS ..............c..uiiiuui ittt e et e e et e e et aeeanas 48
5.1. Real-time model evaluation WeD SIte .........iiuiiiiiii e 48
5.2. Conversion of Wind SPEEA 10 POWET ... ...iuuiii e e e e e e e e e et e et e et e et e et e ea e eneanneens 49
5.3. Bulk error statistics: RAP and RUC MOEIS .......c.uiiiniiiiiiicii e e e e e e e e e ees 50
5.4. Bulk Error Statistics: ERSL RAP @aNd HRRR........couiiiiiiiiiie e e e e e e e e et e e e aneens 54
6. DAta Denial SIMUIGLIONS .......................oiunii e e e e e e e e e et e e aans 56
6.1. Observations assimilated .........ccouiiiiii e e aa e 56
6.2. Data denial SIMUIation dates ......c..iiiiiii e e e e e e e e 57
6.3. Model bias @STIMATION ......iiiii e e e e et e e e e e e e e e e e aaa 57
6.4. Wind profiler @ValUation ..........coouiiiiiii e aa e 67
Lo T Yo Lo YA =1V =1 U F= 4 [ o VA PP 71
6.6. Tall tOWET EVAlIUTION .....ii e e e e e et e et e et e et e et e et e et e et eaneeneenaannanns 73

DE-EE0003080



WFIP NOAA Final Report - Page ii

6.6.1. Bias correction sensitivity 73
6.6.2. NSA/SSA & Forecast length 74
6.6.3. Seasonal variation 77
6.6.4. Validation hour sensitivity 79
6.6.5. Observed power dependence 83
6.6.6. Large forecast errors 83
6.6.7. Effects of spatial averaging 86
6.6.8. Geographic outlier sensitivity analysis a0

B.7. INAM FESUITS. ..t iitiieii e ettt e e et e e e e e ettt e et e e et e e e et e e et e e e s e e et e s ta e e st e e sanassaneeetasassnneestnnasrnnaees 92
6.7.1 Wind Profiler and sodar verification 92

6.7.1 NAM/NDAS Conventional verification over the Plains 97

6.7.2 Tall tower and nacelle verification 100

7. RaAMP TOOI QNA IMELIIC ...........cceneeiiee et e e e e e e e e et e et e et e et e e e anaeen 105
8 = 7= Yol = o T o PP 105
7.2 Ramp definition and identification ..........ccoiiiiiii i 108
7.2.1 Fixed Time Interval Method 109

7.2.2 Min-Max Method 110

7.2.3 Explicit Derivative Method 111

7.3 Matching of forecast and 0bServed rampPs ........c..iiiiiiiiii 112
7.4 Forecast skill scoring methodology using single ramp definition ............ccooiiii i, 113
7.5 Forecast skill scoring: Matrix of skill Values...........coouniiiii i 118
7.6 Results from the WFIP data denial eXperiments...........ooviiiiiiiiiiii e 119

8. Surface flux and wind profile 0bServations ..........................coooiiiiiiiiiii e 129
9. SUMMAry and CONCIUSION ........................eouniii et e e e e e e e e e et e e aans 135
0 - (=T =T ol = PP 140
Y o] T=1 1 T | Lot =% 146
L2 o) i o T [ =X 3PP 150
LISEOF TABIES ...........conoeeeeeee ettt et e et e et e e e et e et eta et e et e et aeeanns 157
LISt Of ACFONYIMS ... et et e et e et e e et e e et e e et e e et e e et e e et e e et eesneeeens 158

DE-EE0003080



WFIP NOAA Final Report - Page 1

Executive Summary

The Wind Forecast Improvement Project (WFIP) is a U. S. Department of Energy (DOE) sponsored
research project whose overarching goals are to improve the accuracy of short-term wind energy
forecasts, and to demonstrate the economic value of these improvements. WFIP participants included
DOE and National Oceanic and Atmospheric Administration (NOAA) laboratories; the NOAA National
Weather Service (NWS); and two teams of partners from the private sector and university communities,
led by AWS Truepower and WindLogics.

WFIP considered two avenues for improving wind energy forecasts. The first was through the
assimilation of new meteorological observations into numerical weather prediction (NWP) models. New
instrumentation was deployed or acquired during concurrent year-long field campaigns in two high wind
energy resource areas of the U.S. The first was in the upper Great Plains, where DOE and NOAA
partnered with the WindLogics team. The second field campaign was centered in west Texas, where
DOE and NOAA partnered with the AWS Truepower team. The WFIP observing systems included 12
wind profiling radars, 12 sodars, and several lidars. In addition, WFIP allowed for NOAA to collect and
assimilate for the first time proprietary tall tower (184 sites) and wind turbine nacelle anemometer (411
sites) meteorological observations from the wind energy industry. A necessary key component of WFIP
was to develop improved quality control (QC) procedures to ensure that the assimilated observations
were as accurate as possible, as a few erroneous observations can easily negate the positive impact of
many accurate observations when assimilated into a NWP model. With proper data QC algorithms
applied, good agreement was found between the co-located sodar, wind profiling radar, and lidar
observed wind speeds.

The second avenue for improving wind energy forecasts was to improve the NWP models directly.
Midway through the WFIP field program, NOAA/NWS upgraded its operational hourly-updated NWP
forecast model from the Rapid Update Cycle (RUC) model to the Rapid Refresh (RAP) model, and the
impacts of this upgrade have been evaluated using WFIP observations. During the course of WFIP
NOAA/ESRL made further improvements to the research version of the RAP, and to the research High
Resolution Rapid Refresh (HRRR) model, incorporating more advanced model physics and numerics,
new data types assimilated, and better data assimilation procedures. Also, with WFIP funding NOAA
was able to obtain the computer infrastructure to make the massive amounts of raw model output from
the HRRR model available in real-time to both the two private sector teams, as well as to the entire
wind energy industry.

Pseudo-power forecasts were evaluated by converting tall tower (mostly 60-80m) and model wind
speeds to equivalent power using a standard International Electrotechnical Commission Class 2 (IEC2)
power curve. Percent mean absolute error (MAE) power improvements between the NWS RUC
operational hourly-updated forecast model and the real-time research NOAA/Earth System Research
Laboratory (ESRL) RAP hourly-updated forecast model, calculated over the first 6 months of the WFIP
field campaign, were significant. In the Northern Study Area (NSA) a 13% power improvement at
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forecast hour 01 was found, decreasing to a 6-7% improvement at forecast hour 15. In the Southern
Study Area (SSA) a 15% power improvement at forecast hour 01 was observed, decreasing to 5%
improvement for a 15 h forecast. This improvement reflects the combined effects of the better RAP
model versus the RUC model, as well as the contribution from assimilation of the WFIP observations into
the research RAP model.

To quantify the impact of assimilation of the additional WFIP observations only, data denial (DD)
experiments were run with the RAP and the NWS/North American Mesoscale (NAM) models. Six DD
episodes were run with the RAP, each from 7-12 days long, spanning all four seasons of the year. Using
conventional statistical analysis with the tall tower data sets for verification, the experimental
simulations were found to improve the average MAE power forecast skill at the 95% confidence level for
the first 7 forecast hours in the NSA, and through forecast hour 03 in the SSA. MAE power forecast skill
improvement in the first 6 forecast hours ranged from 8% to 3% in the NSA, and from 6% to 1% in the
SSA. Although the NAM DD simulations were only run for two episodes (December and January) the
results are fully consistent with the findings from the RAP model over the larger data set. The forecast
skill improvement due to assimilation of the new WFIP observations was also found to be dependent on
the location of the verifying site. Verifying tower sites that were on the periphery of the NSA and SSA
domains had smaller improvements than those located within the core observing network area,
demonstrating the increased benefit of having more observations spread over a larger geographic area.

The degree of spatial averaging of the forecasts and observations before they are compared is found to
have a profound impact on the skill of the forecast, with the power MAE decreasing by more than a
factor of 2 as the spatial averaging extends to the full study area domain. This demonstrates the
advantage to utilities and grid operators of having spatially distributed generation, not only because it
provides less variability in generation, but also because the generation that is produced can be better
forecast. Surprisingly, the impact of assimilation of the new WFIP observations measured as a percent
improvement stays constant or even increases with the degree of spatial averaging, up to domains on
the order of 400 km x 600km, indicating that even from a balancing authority’s point of view, there is
significant value to be gained from deploying and assimilating new observations.

A wind ramp tool and metric was developed for WFIP, and used to evaluate the skill of the RAP model at
forecasting ramp events. Assimilation of the WFIP observations was found to improve the ramp forecast
skill, averaged over the first 9 forecast hours, by more than 10% in the NSA, and by 3.5% in the SSA.

Reasons for the greater impact of the special WFIP observations in the NSA than in the SSA are, first, the
NSA had more tall tower observations, more wind profiler observations, and the addition of nacelle
anemometer observations; the greater numbers of observations is likely to have contributed to the
greater improvement in both conventional MAE and ramp forecast skill. Second, the new observations
were spread over a wider geographic area in the NSA than in the SSA, allowing for the model initial field
improvements to be more robust and affect a wider area, thereby having a more lasting positive impact
before advecting out of the study area.
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Among the key successes of WFIP is that it has demonstrated that even in this era when large quantities
of satellite and other data are routinely incorporated into operational weather forecast models, wind
power forecasts still can be improved substantially though the assimilation of additional new
observations focused within the atmospheric boundary layer. WFIP has also shown that the magnitude
of the improvement increases with the number of observations, as well as the area that they are spread
over. Further, the impact of the new observations is even larger for wind ramp events, which are
important for grid operators. The improvements in forecast skill found in WFIP are significant compared
to the year-to-year improvements of a few percent that research and operational forecasting centers
typically find for low-level wind forecasts. Also as a result of WFIP, large quantities of proprietary hub-
height wind speed observations were made available to NOAA, a type of observation that NOAA
historically has had very limited access to. One of the legacies of WFIP is that those observations will
continue to be sent to NOAA indefinitely, assimilated into NOAA weather forecasting models, and used
to evaluate NOAA models. Finally, significant improvements in wind power forecasting were also found
during WFIP by using improved forecasting models. Since prior to WFIP improving hub-height winds had
not been a focal point for NOAA forecasting research, this suggests that we may have just begun to
scratch the surface, and further large improvements are yet likely to occur as a result of future wind
energy-focused research programs.
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1. Project Overview

Wind power is a variable power source, dependent on weather conditions. Electric grid operators keep
the grid stable by balancing the variable amount of power produced from wind plants by increasing or
decreasing power production from conventional generation stations, including coal and natural gas.
Having accurate advance knowledge of when wind power will ramp up or down through accurate
weather forecasts can lead to improvements in the efficiency of operation of these fossil fuel plants, as
well as the entire electrical grid system, resulting in lower costs as well as lower CO2 emissions.
Lowering the costs of integrating wind energy onto the grid can accelerate the development of wind
energy as a growing component of the nation's energy portfolio.

Private sector forecasting companies rely on NOAA’s operational weather forecasting models to provide
the foundational wind and temperature forecasts that they use to make power forecasts for the energy
industry. In some cases these company’s products consist of statistical post-processing techniques
applied to remove biases and reduce errors in NOAA’s wind forecasts, and in other cases the companies
use NOAA'’s forecasts to provide the initial and boundary conditions for computer forecast models that
the companies themselves run over smaller regional domains. In either case, improvements in the
accuracy of NOAA’s wind forecasts will result in more skillful power prediction products that private
forecasting companies provide to the energy industry.

1.1 Goals and Key Tasks

WFIP was a DOE sponsored research project whose overarching goals were to improve the accuracy of
wind energy forecasts, and to demonstrate the economic value of these improvements. WFIP
participants included several DOE national laboratories (National Renewable Energy Laboratory/NREL,
Argonne National Laboratory/ANL, Pacific Northwest National Laboratory/PNNL, and Lawrence
Livermore National Laboratory/LLNL); two NOAA research laboratories (Earth Systems Research
Laboratory/ESRL and the Air Resources Laboratory/ARL); the NOAA National Weather Service/NWS; and
two teams of partners from the private sector and university communities, led by AWS Truepower and
WindLogics.

Prior to WFIP, NOAA did not have a focused program to improve its foundational wind forecasts for the
wind energy industry. WFIP offered the opportunity for NOAA to jump-start its efforts at improving
forecast model skill for this industry, as well as the opportunity to work directly with experts in wind
energy, thereby allowing NOAA to gain insights into the ways that NOAA models are used and a better
understanding of the wind energy-specific problems that exist in NOAA models. It also offered the WFIP
private sector partners (WindLogics inc., and AWS Truepower) the opportunity to advance their own
forecasting capabilities either through use of the improved NOAA forecasts or through their own
forecasting systems.
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Three final reports have been written on WFIP. This report provides an overview of the entire project,
including the roles and tasks of the two private sector partners, and then focuses on the research done
within NOAA. The other two reports, written by teams led by WindLogics and AWS Truepower, provide
detailed analyses of the impact of WFIP from the perspective of private forecasting companies and
electric grid balancing authorities.

WFIP considered two avenues for improving wind energy forecasts. The first was to deploy networks of
mainly remote sensing observations while also acquiring proprietary meteorological observations from
the wind energy industry, and for the first time assimilating these data into numerical weather
prediction (NWP) models. Additional observations allow for a more precise depiction of the model’s
initial state of the atmosphere, potentially resulting in more accurate forecasts. The intent of the WFIP
instrumentation networks were to provide observations focused on the atmospheric boundary layer and
above, and over a sufficiently broad area, to influence NWP forecasts out to at least 6 hours lead time.
These observations were collected over a full year, to allow for an evaluation of seasonal differences in
the skill of the models and the impact of the observations.

A necessary key component of WFIP was to develop improved quality control procedures to ensure that
the assimilated observations were as accurate as possible, as a few erroneous observations can easily
negate the positive impact of many accurate observations when assimilated into a NWP model.
Instrumentation and data quality control are discussed in detail in Section 2. NOAA was responsible for
managing the integration of the observational data (most of it arriving and used in real-time) from
NOAA, the DOE labs, and the industry/university partners, and was responsible for data archival.

The second avenue for improving wind energy forecasts was to improve the NWP models directly.
Midway through the WFIP field program, NOAA/NWS upgraded its operational hourly-updated NWP
forecast model from the Rapid Update Cycle (RUC) model to the Rapid Refresh (RAP) model. The WFIP
observations allowed for a quantitative determination of the improvement gained in hub-height wind
speed forecasts with this model upgrade. Also, NOAA/ESRL was (and continues to be) in the process of
improving the RAP model, and also developing a higher resolution version of the RAP model, called the
High Resolution Rapid Refresh (HRRR) model. The WFIP observations allowed for a determination of the
skill of the HRRR at forecasting hub-height winds through broad regions of the Midwest, and allowed the
NWS to evaluate its NAM model skill at forecasting hub-height winds for the first time. Due to the great
volumes of data generated by the HRRR, raw model output from it was not publically available prior to
WFIP. One of the goals of WFIP was to obtain the computer infrastructure to make this data available in
real-time to both the two private sector teams, as well as to any other party on the wind energy industry

Beyond evaluating the skill of the NOAA models at forecasting hub-height winds, the WFIP observations
also made it possible to determine shortcomings in the model’s physical parameterization schemes
(e.g., turbulence mixing), thereby making possible fundamental improvements in the model physics.
The NOAA models and their improvements are discussed in Section 3, and their data assimilation
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systems are described in Section 4. Evaluation of the real-time model forecasting models is discussed in
Section 5.

A motivation for the instrumentation deployments and data impact study were the investigations of
Benjamin et al (2004a, 2010), which analyzed forecast improvements to wind speed and other
parameters through data denial experiments using NOAA operational observing systems such as
radiosondes, aircraft, radar wind profilers, and surface mesonet. The precise determination of the
impact of assimilation of the special WFIP observations came from similar carefully controlled data
denial experiments, in which identical versions of the RAP model were run with and without the fully
quality controlled observations. Six data denial episodes were run, each 7 to 12 days long, that spanned
all four seasons of the year. In addition to the RAP, data denial experiments were also conducted with
the NAM for the two winter episodes. The data denial simulations, as well as model biases, are
discussed in Section 6.

The bulk of the statistical analysis performed for WFIP was done comparing forecasts to observations at
individual observation locations, and then averaging the statistics from the individual locations into an
overall statistic. These statistics are appropriate if one is interested in the skill of making a point
forecast, for example the skill in forecasting for an individual wind plant that fits within a single model
grid cell. For some applications one would instead be interested in comparing spatially averaged power
generation with spatially averaged forecast power; for example if a number of dispersed wind plants
were feeding power into a transmission line, and the overall power flowing through that transmission
line is the quantity of interest. Spatially averaged forecast skill can differ from the average skill of
individual point locations if the point locations have compensating errors, where an over-forecast at one
point balances an under-forecast at another point. For this reason in Section 6 we also investigate how
model forecast skill varies with geographic spatial averaging.

One of the features of energy production from a wind turbine is that the power output typically has long
periods of time with either zero power production (for speeds below the turbine’s cut-in speed) or near
100% of its maximum capacity production for high speeds. The wind power production frequently
jumps rapidly between these two extremes of near zero or near 100% power, and these jumps, referred
to as ramp events, can be very rapid due to the wind power increasing approximately as the cube of the
wind speed in the middle portion of the turbine’s power curve (an example of a power curve can be
found in Fig. 5.2). Recognizing the importance of these ramps events for grid operation, and that
standard statistical metrics may not adequately measure the skill of NWP models at forecasting these
important events, one of the goals of WFIP was to develop a new metric for ramp events. Section 7
describes a ramp tool and metric that was developed for WFIP and applied to the WFIP forecasting
results.

As part of WFIP a physical process study was carried out to investigate the relationship of hub-height
winds on surface heat and momentum fluxes, and to evaluate the applicability of flux-dependent wind
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profile laws at replicating the wind profiler through the wind turbine rotor layer. Results of this analysis
are presented in Section 8.

The final major component of the WFIP analysis is an evaluation of the economic benefits that would
have accrued from the improved accuracy of the WFIP wind power forecasts had they been used by grid
operators. Initial analyses were done by the two private sector partners and their collaborators, using
models of the electric grid system. DOE has decided to undertake additional studies to explore the
complex interactions between wind forecasting and power system operations prior to publication of
these results. The initial work performed by the WFIP teams provided important insight into the
benefits and shortcomings of various power system assumptions, market designs, and modeling tools in
identifying costs and savings. The desire to explore these important issues in more detail is the impetus
for the new analysis. Over the next year (2014-2015), DOE plans to engage with industry experts, grid
operators and economic modelers to accurately define methodologies that provide quantification of
total financial savings and other ancillary benefits of improved short-term wind power production
forecasts.

In summary, the core tasks of WFIP are to:

e Disseminate the HRRR model output to the wind energy industry, including WFIP private sector
partners.

e Determine NOAA and private sector model skill at forecasting hub heights winds in diverse
regions of the U.S. Midwest.

e Improve the foundational operational and research NOAA forecast models.
e Increase the number of atmospheric observations in the two study area domains.
e Develop new quality control algorithms for radar wind profiler and tall tower observations.

e Develop the capability to ingest and assimilate industry-provided tall tower and nacelle
mounted anemometer observations into NOAA models.

e Improve the initialization of NOAA and industry atmospheric mesoscale models.

e Increase the accuracy of predicted wind speed and direction changes in short-term (0-6 hr)
forecasts.

e Determine the impact of assimilation of new WFIP observations (tall towers, nacelle
anemometer winds, sodars, and wind profiing radars).
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e Develop a ramp tool that can be used to quantify model skill at forecasting wind ramp events.

e Create working relationships between NOAA and the wind energy industry that provide a two-
way flow of information, thereby accelerating improvements in wind energy forecasting.

e Inform NOAA on the value of networks of boundary layer wind profiling instrumentation.

e Provide critical analyses of the strengths and weaknesses of NOAA and private sector
forecasting models, potentially leading to improved model physical parameterizations.

e |nvestigate the ability of standard flux-profile relationships at characterizing the wind profile
through the turbine rotor layer.

e Quantify the economic impact of improved wind power forecasts.

e Disseminate project results to the wind energy community, contributing to a continuous
improvement in state-of-the-art of short-term forecasting methods.

1.2 Team Partners, Two Study Areas

DOE selected two teams from the private sector to collaborate with DOE and NOAA. The first team was
led by AWS Truepower, and included MESO Inc., Texas Tech University, the University of Oklahoma,
North Carolina State University, ICF Inc., DOE/NREL, and the Energy Reliability Council of Texas (ERCOT).
The second team was led by WindLogics and included South Dakota State University, DOE/NREL, and the
Midwest Independent System Operator (MISO). One of the differences between the two study partners
is that WindLogics relies solely on NOAA forecast models to make its forecasts, applying machine-
learning post-processing algorithms to improve upon the raw forecasts, while AWS Truepower runs local
region mesoscale NWP models that are initialized from NOAA forecast models.

The geographical study areas proposed by these two teams were the upper Midwest (WindLogics) and
western Texas (AWS Truepower). The locations of the two study areas and the instrumentation
deployed or made available in each area are shown in Fig. 1.1 and Fig. 1.2, and the types and numbers of
meteorological observing instruments in each area are also listed in Table 1.1. Comparing the two
model domains, the Northern Study Area (NSA) domain is larger, and has a more even distribution of
wind plants, whereas the Southern Study Area (SSA) domain is smaller, and has a much more
concentrated distribution of wind plants near the center of the domain. Also, greater topographic
variation exists in the SSA that the NSA, which can affect the relative skill of NWP forecasts in the two
areas. The field campaign portion of WFIP ran from August 2011 until early September 2012, although
the tall tower network data in the SSA did not become available until November 29, 2011, which
resulted in a slightly shorter analysis period for hub-height winds in the SSA.
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Figure 1.1. Geographic domain of the Northern Study Area. Surface elevation is shown by color
shading. Instrument types and locations are shown, as well as the locations of the Next Era wind farms.
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Figure 1.2. Geographic domain of the Southern Study Area. Surface elevation is shown by color shading.
Instrument types and locations are shown, as well as the locations of wind farms providing power to
ERCOT.
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Instrument NSA SSA

915 MHz W-P |7 3

Radar

449 MHz W-P | 2

Radar

Doppler Sodar | 5 7

W-P Lidar 1 2 (short
term)

Surface Flux 3 3

Station

Surface Met 8 63

Station

Tall Towers 133 51

Nacelle winds 411

WFIP NOAA Final Report - Page 11

Table 1.1 The types and numbers of meteorological observing instruments deployed in the two study

domains. W-P indicates a vertical wind profiling capability.

2. WFIP Observations

2.1 Instrumentation

A suite of different type of atmospheric observing systems from NOAA, DOE national laboratories, and

the private sector was assembled for use in WFIP, listed in Table 2.1. These observing systems served

two purposes. First, they provided observations on the current state of the atmosphere (i.e., weather

conditions) that were assimilated into the NWP models used to make wind power forecasts. Forecasting

wind power is an initial value problem, and the better that one can specify the initial state of the

atmosphere the more accurate of a forecast can be made. The second purpose of the observations was

to validate the NWP models. These validations answer the question that if new observations were

collected near a wind farm, would the forecasts be more accurate in the vicinity of those same wind

farms? NOAA has restricted its validation analysis to use of these atmospheric observing systems. The

two WFIP private sector partners, WindLogics and AWS Truepower, also performed validation studies

using actual wind plant power production data. In this section we describe the instruments, data QC,

geographical deployment of the instruments, data transmission protocols, and inter-comparisons of the

different instrument types.
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Instrument NOAA/ | NOAA/ | DOE/ | DOE/ DOE/ WindLogics | AWS NRG- West Texas|[Ilberdrola
ESRL ARL PNNL | ANL LLNL Truepower [Leosphere |[A&M
915 MHz W-P | 6 1 2(1- 1(TTU)
Radar STI)
449 MHz W-P | 2
Radar
Doppler Sodar 3 3 2 4
W-P Lidar 1 2 (short
term)
Surface Flux 3 3
Station
Surface Met 8 1 6 56
Station
Tall Towers 118 35 15 15
Nacelle winds 411

Table 2.1. List of instrument types, numbers, and providers, deployed or made available for WFIP. One
wind profiling (W-P) radar deployed by DOE/ANL was leased from Sonoma Technology Inc. (STI). The
AWS Truepower wind profiling radar was owned and operated by Texas Tech University.

Wind Profiling Radars with RASS
A network of 12 wind profiling radars (WPR’s) was assembled for WFIP. These also included Radio

Acoustic Sounding Systems (RASS) components for measuring temperature profiles. Two different types
of WPR’s were used. The first uses 915 MHz frequency microwaves (33 cm wavelength) while the
second uses 449 MHz (67 cm wavelength) microwaves. The 915 MHz systems (Fig. 2.1) are frequently
referred to as “boundary layer profilers” and have a typical lowest range gate near 100m, with a
maximum detectable signal that varies with atmospheric conditions (higher in a moist atmosphere) but
that typically ranges from 1.5 to 4 km above ground level. Typically two vertical sampling modes are
interlaced in time, a 60 m high resolution mode and a coarser resolution 100m mode. Figure 2.2 displays
a 24 hour time-height cross section of data from the Brady Texas 915 MHz WPR, showing the sudden
onset (at 01 UTC; 18 CST) and cessation (between 14-16 UTC; 08-10 CST) of a low-level jet and its
vertical structure, where UTC is the Universal Time Coordinate, or Greenwich Mean Time, and CST is
Central Standard Time. The depth of the atmosphere that the WPR was able to observe on this day was
approximately 3km above ground level (AGL).
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Figure 2.1. The WFIP 915 MHz wind profiling radar at Saint James, MIN. The center enclosure contains
the transmitter, a phased-array antennae, and a clutter-suppression screen. The four white rectangular
boxes are the Radio Acoustic Sounding System (RASS) loud-speakers. The gray enclosure to the right of
the wind profiler is a co-located sodar system, and a 10m mast with surface met instrumentation is
visible between the profiler and sodar. The portable trailer contains the computer data acquisition
system and communication equipment.
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Figure 2.2. 24 hour time-height cross-section of hourly averaged winds from the 915 MHz Brady Texas
Wind Profiling Radar. The onset of a nocturnal low-level jet occurs at 01 UTC (18 CST), and ends between
14-16 UTC (08-10 CST) the next morning.

The second type of WPR’s are the 449 MHz systems (Fig. 2.3), which not only have a lower frequency,
but also more powerful transmitters. Both of these facts allow the 449 MHz WPR to observe a deeper
layer of the atmosphere, often to 7 km AGL. Figure 2.4 displays a 24 h time-height cross-section from
the Buffalo ND, 449 MHz WPR. The radar observes winds through the lowest approximately 6 km of the
atmosphere on this day, and indicates two upper level wind maxima (red wind barbs) near 6 km above
mean sea level (MSL) at the beginning and end of the day that would not have been observed with the
915 MHz systems.
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Figure 2.3. The WFIP 449 MHz wind profiling radar located at Buffalo, ND. The four white enclosures
house the RASS loudspeakers, and the small portable building contains the computer data acquisition
system and communication equipment.
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Figure 2.4. 24 hour time-height cross-section of hourly averaged winds from the 449 MHz Buffalo ND
Wind Profiling Radar. Two upper-level wind maxima are observed, one between 00-07 UTC (18-01 CST),
and another between 20-23 UTC (14-17 CST).

Both the 915 and 449 MHz wind profiling radars generally came equipped with RASS. RASS measures
the virtual temperature (the temperature that a completely dry parcel of air would have if it had the
same density and pressure as a parcel of moist air) by emitting a vertically propagating acoustic signal
from a loudspeaker near the side of the radar antennae, and tracking the speed of the acoustic signal
with the Doppler radar beam. Since the speed of sound depends on the temperature of the air, the
vertical profile of virtual temperature can be measured. A time-height profile of the virtual temperature
from the Buffalo WPR is shown in Fig. 2.5. The height coverage of RASS for the 449 MHz systems was
typically 1.0 km, and 0.6 km for the 915 MHz systems. RASS temperatures were measured and averaged
over the last 5 minute period of each hour.
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Figure 2.5. 24 hour of hourly-sampled RASS virtual temperature (color contours) and wind barb time-

height cross-section from the 449 MHz Buffalo ND Wind Profiling Radar.

Sodars

A network of 12 Doppler sodars was also assembled for WFIP. These sodars, although of different ages
and manufacturers, all had similar performance characteristics, providing wind speeds to a maximum
height of 200 m AGL with either 5 or 10 m vertical resolution. Fig. 2.6 displays a 24-hour time-height
cross section of winds from the Reagan TX sodar. This data shows the development of a low-level jet
during hours 01-09 UTC (19-03 CST), and a strong wind ramp event between hours 16-17 UTC (10-11

CST).
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Figure 2.6. 24 hour wind time-height cross-section from the Reagan TX sodar. Colors indicate the wind

speed, barbs the vector wind.
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Three lidar systems were available during at least parts of the WFIP field campaign. The first lidar

system was a Leosphere WindCube7 system provided by DOE/PNNL, which was intended to be deployed

for the entire year-long field campaign. During the later stages of the field campaign, NRG-Leosphere

also offered to donate two other lidar systems for a shorter duration campaign in the last several

months of WFIP. The DOE/PNNL lidar and one of the donated Leosphere lidars had similar performance

characteristics, providing hourly averaged winds from 40 to a maximum of 200m with 20 m vertical

resolution (Fig. 2.7). The remaining donated lidar system was a WindCube8 system, which provided 10-

min averaged winds from 40m to a maximum of 460m with 20 m vertical resolution (Fig. 2.8).
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Figure 2.7. 24 hour wind time-height cross-section from the DOE/PNNL lidar deployed at DeSmet SD.
Colors indicate the wind speed, barbs the vector wind.
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Figure 2.8. 24 hour wind time-height cross-section from the Leosphere WindCube8 lidar deployed in the
southwestern portion of the SSA domain. Colors indicate the wind speed, barbs the vector wind.

Tall Tower Winds
One of the key instrumentation systems made available for WFIP were networks of anemometers

mounted on tall towers. The tall towers were mostly deployed by private wind industry companies, and
provided to NOAA as part of WFIP under Non-Disclosure Agreements. WindLogics in the NSA domain
provided data from the greatest number of towers. Using WFIP funding they upgraded communications
on 35 towers which then were able to provide data to NOAA in real-time for data assimilation. They also
provided data from another 79 towers, but these data arrived one to two days late, and were used for
assimilation only in the retrospective data denial experiments. Since the locations of these towers as
well as the data from them are proprietary, we do not provide a map of tower locations. However, the
geographic spread of the towers largely follows the distribution of NextEra wind farms shown in the
basemap for the NSA (Fig. 1.1). WindLogics also contracted with South Dakota State University (SDSU)
to provide real-time data from four tall towers that they operate in South Dakota, whose locations are
shown in Fig. 1.1.

In the Southern Study Area, ERCOT provided reliable real-time data from 34 tall towers, which became
available for use only on November 29, 2011. Again because the locations of these towers as well as the
data from them are proprietary, we do not provide a map of tower locations. The geographic spread of
the towers is much more concentrated than for the NSA, reflecting the fact that much of ERCOT’s wind
energy generation also comes from a very concentrated region in West Texas. In addition, Texas Tech
University (TTU) provided observations from their 200m tower located near Lubbock, Texas. Also,
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observations from a network of 15 tall towers operated by the West Texas A&M University were used,
but were only available for the retrospective data denial simulations and not for the real-time forecasts.

A final set of tall tower observations was provided by Iberdrola USA, independent of WFIP, and part of a
longer term data sharing agreement with NOAA. Data from 15 towers in the Midwestern U.S. were
made available, and were used in the retrospective data denial simulations but not in real-time
forecasts. Of these, 14 were located near the NSA domain, with the remaining one near the SSA
domain.

Most of the tall tower data (with the exception of the TTU 200m tower) provided one or more levels of
observations between 40 and 60m, with a few towers providing data up to 80m. When multiple levels
were present, all levels were used for assimilation and evaluation purposes. Using all tower levels
available, approximately 235-250 reliable independent wind measurements were used at any given hour
for either assimilation or evaluation purposes. All of the tall tower observations were provided as 10
minute averages, with the exception of the ERCOT network which came as 15 min averages.

Nacelle anemometers

In the NSA, WindLogics provided nacelle anemometer winds from 411 wind turbines at 23 different
wind farms. These data were a small subset of the total number of wind turbine nacelle anemometers
existent, and were selected by WindLogics to provide an adequate sample of the turbine winds across
the entire set of wind farms providing data. WindLogics developed and applied wind speed and wind
direction corrections to nacelle anemometer data. These corrections accounted for blade wash from
the turbine on which the anemometer was mounted, but not wake effects from multiple upwind
turbines.

Surface mesonet

In normal operations, the NOAA/ESRL RAP and HRRR models only assimilate surface mesonet
observations from the NOAA/NWS ASOS network. Although many other public and private networks
exist, the data quality often is sufficiently unreliable as to lead to degraded forecast accuracy if these
surface mesonet data are assimilated. The NAM, however, does use these surface mesonet
observations but only through judicious use of station reject lists.

For WFIP two networks of surface mesonet data were utilized by the NOAA/ESRL RAP model. The first
were 6 stations deployed by DOE/PNNL in the SSA specifically for WFIP. The second network was from
West Texas A&M University, which operates a surface mesonet of 56 stations that overlaps the SSA.
Data from both networks was used for evaluation and for assimilation in the retrospective data denial
experiments with the RAP, after additional QC was applied as discussed below in section 2.3.
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2.2 Site Selection and Preparation, Leases, Data Transmission and Handling

Site selection and leases for all of the wind profiling radars was tasked to NOAA, with the exception of
the DOE/ANL wind profiler deployed at Sioux City, lowa, which was obtained by DOE/ANL, and the TTU
wind profiler that was already running near Lubbock, Texas. Several scouting trips were required for
each of the two study domains to find appropriate sites. NOAA/ESRL has permission to obtain expedited
site leases, if the site is a government owned property (federal, state, or local county, city or
municipality) and a no-cost lease can be agreed to. Typical sites include small airports, Forest Service or
Bureau of Land Management property, water treatment plants, or road maintenance facilities. In most
cases it took 6 to 9 months from the time the site was selected to obtain the required legal signatures
for WFIP leases. NOAA also obtained electrical power and security fencing (if necessary) for each of
these sites.

In the NSA, all of the sodars and the lidar were co-located with one of the wind profiling radars.
WindLogics had to obtain their own separate lease for their two sodars with the same government
entities that had agreed to the NOAA/ESRL leases. In the SSA, three sodars were co-located with NOAA
sites, and AWS Truepower was responsible for obtaining leases for the remaining three sodars.

Site selection in the NSA was based on the concept of evenly sampling the study area domain with a
WPR separation of approximately 200 km. In the SSA, site selection for both of the WPR’s, the 3
remaining sodars, and the surface met stations was guided by an AWS Truepower correlation-based
model study.

NOAA WPR data was transmitted from each site in real-time to NOAA/ESRL, normally using cell-phone
communication. After arrival at NOAA/ESRL, it was then run through several automated QC algorithms
(see Section 2.3 below) and then placed onto the NOAA Meteorological Assimilation Data Ingest System
(MADIS) data repository and assimilated into the NOAA/ESRL RAP and HRRR models. Other data sets
were obtained by the instrument owners (DOE labs, private sector partners), also typically using cell-
phone communication, and then transmitted to NOAA/ESRL using the internet.

Several steps were taken to ensure the safety of proprietary data proved to NOAA. First all of the data
was stored on a dedicated WFIP server behind NOAA’s standard firewall. Second, this server has local
access controls including Transmission Control Protocol (TCP) wrappers and a local host-based firewall.
All traffic to/from this server is restricted by source/destination static Internet Protocol (IP) addresses
and port numbers corresponding to the data providers. File transfer protocols for data ingest was
limited to Secure Copy (SCP) or File Transfer Protocol-Secure Sockets Layer (FTPS), to ensure the
confidentiality of data in transit. In cases where data was being pushed from data providers to NOAA,
each data provider also had a username and password that gave them the ability to log in to their home
directory and write files.
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2.3 Data Quality Control and Instrument Performance

Wind profiling radars

Quality control of atmospheric observations is crucial if the data are to be assimilated into numerical
weather prediction models, as the degradation of forecast skill from the assimilation of only a few bad
data points can outweigh the benefit of assimilation of many good data points. In particular, radar wind
profilers are known to sometimes suffer from large measurement errors due to a variety of causes,
including migrating birds, ground clutter, and radio frequency interference. For this reason, a major
effort was undertaken to improve the quality of the radar wind profiler data prior to real-time data
assimilation.

Contamination of radar wind profiler data from nocturnal migrating birds was identified and quantified
by Wilczak et al. (1995). Although techniques have been developed that helped reduce the level of
contamination (Merritt, 1995), these were unable to completely remove the interference during periods
of very dense bird migration. For this reason, data from operational wind profiling radar networks, such
as the NOAA National Profiler Network apply additional simple quality control procedures to eliminate
bird contaminated data based on time of day, wind direction, season, Signal-to-Noise Ratio (SNR), and
spectral width thresholds. This procedure effectively eliminates all data that have characteristics of bird
contamination, but can at times mistakenly flag and eliminate real atmospheric signal.

A more recent technique (Lehman, 2012) utilizes a Gabor frame expansion to identify periods with bird
contamination. The discrete Gabor frame expansion is a method for decomposing wind profiler data
simultaneously in time and frequency, which allows for a separation of the stationary and non-
stationary signal components. A statistical filtering method can then be constructed to identify and
remove the non-stationary, intermittent signal components from the data.

As part of WFIP, Bianco et al. (2013) investigated the ability of the Gabor frame technique to identify
and then remove bird contamination from both 915 MHz and 449 MHz wind profiler data. A different
tuning of the Gabor scheme was found to be required for the two frequencies of profilers, as well as
additional levels of thresholding of the moment level data. In addition, a state-of-the-art Multi-Peak
Picking (MPP) algorithm (Griesser and Richner, 1998) was implemented in parallel with the Gabor
processing, followed by a moment level pattern recognition scheme (Weber et al., 1993). Almost all bird
contamination in both the 915 and 449 MHz profilers was eliminated when the data were processed in
this way, as shown in Fig. 2.9 using data collected and experimented with prior to the start of WFIP.

Because of weak signal strength during some of the winter months, data degradation due to ground
clutter could occur in the 449 MHz profiler data, and from both ground clutter and radio frequency
interference (RFI) from cell-phone communication with the 915 MHz profilers. A special WFIP real-time
algorithm was developed and implemented midway through the field campaign for ground clutter
interference (which bias the winds to lower wind speeds). This algorithm identified periods of strong
ground clutter through comparison with the 10 m anemometer winds, measured by a prop-vane at each
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of the wind profiler sites, with the lowest several levels of WPR data. In addition, a RFI check was
implemented at two sites (DST and LDS) that had strong RFIl. This check was based on the vertical
continuity of the profiler wind speeds. The clutter and RFI QC checks are described in more detail in
Appendix 1.
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Fig. 2.9. Top panel) 915-MHz wind profiler time-height cross sections of hourly winds computed by a
standard consensus procedure, using test data for the 9" of October 2010 at Chico, California. Periods
with contamination from southward nocturnal migrating birds are apparent during hours 02-11 UTC.
Bottom panel) The same data after processing by the combined Gabor, thresholding, and Weber-Wuertz

pattern recognition scheme.

In addition to Gabor processing, WFIP funding also allowed for the implementation of real-time pattern-
recognition signal processing (Weber and Wuertz, 1993). This processing first searches for patterns in
the sub-hourly moment level radial wind components (typically measured by the radar every few
minutes), eliminating outliers that do not fit the local pattern. A second level of pattern recognition is
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then also implemented on the u, v, and w component winds after the hourly averaged winds have been
computed. Patterns are searched within a time and height window that slides forward in time as new
observations are acquired. The effects of the pattern recognition processing are shown in Fig. 2.10 for
hourly averaged winds from the WFIP Watford City, ND, 915 MHz wind profiler, where the top panel
shows winds produced by a standard consensus algorithm, while the lower panel shows winds after the
Weber-Wuertz pattern recognition processing. The pattern recognition processing provides more good
winds and erroneous values are removed, all while maintaining sharp gradients that occur in the

atmosphere.
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Figure 2.10. Hourly averaged winds from the WFIP Watford City, ND 915 MHz wind profiler. Top panel:
winds produced by a standard consensus algorithm. Bottom panel: winds produced using the Weber-
Wuertz pattern recognition processing algorithm.

RASS

The WPR RASS systems were sometimes also affected by cell-phone induced RFI, especially in the winter
months when the atmospheric signal is weaker. An automated real-time algorithm was developed that
identified RFI contaminated temperatures, based on the fact that these contaminated temperatures at
all gates had almost identical temperatures. The algorithm is described in more detail in Appendix 1.

Sodars

The quality of the sodar data was found to be dependent on the age of the instrument. Newer
commercial systems generally had few data quality problems, except for occasional bad winds during
periods surrounding rain events. Some of the older sodar systems (up to 25 years old) also had
persistent bad range gates, probably due to reflected acoustic signals from nearby structures, and
qguestionable winds in the upper range gates where the signal became weak. No special QC was applied
to any of the sodar data in real-time before assimilation.

Tall tower, nacelles, surface mesonet winds

On most of the tall towers, each measurement level had two anemometers located on booms
positioned 180 degrees apart. This is done so that for all wind directions there will be at least one
anemometer that is situated out of the tower’s wake. Wind speeds measured within the wake can be
significantly reduced from the free-stream wind speed. The common practice in the wind energy

DE-EE0003080



WFIP NOAA Final Report - Page 26

industry is to avoid waked sensors by rejecting the lower wind speed sensor when two or more
observations are available at the same height, and the same was done for the WFIP analysis.

A second problem that can occur with cup anemometers is the phenomena known as “cup over-
speeding”. The physical mechanism underlying this phenomena is simply that cup anemometers
respond more quickly to an accelerating wind than to a decelerating wind. Studies of cup anemometer
over-speeding (Kristensen, 1998, 1999) indicate that the size of the error can be large (> 10%) for poorly
designed anemometers under highly turbulent atmospheric conditions, but with careful design can be
reduced to within about 1% if the cup anemometer is coupled with a fast response wind vane. We
assume that the various manufacturer’s cup anemometers used on the tall towers were carefully chosen
to have small over-speeding errors, and no corrections were applied.

A significant data quality issue with the cup anemometer observations occurred during snow and icing
conditions, when the cup anemometer speeds would first gradually slow down as snow or ice began to
accumulate, eventually stop, and then slowly return to normal operation as the snow and ice melted. An
automated algorithm was developed that searched for icing characteristics within a 1-hour sliding
window (6 points for the 10 min averaged data, 4 points for the 15 min ERCOT data). If the hourly mean
wind speed was less than 1.0 ms™, the standard deviation of the wind speed was less than 0.2 ms™, and
the temperature was less than 5 C, all of the observations within the hour window were eliminated. The
window was then advanced by 10 or 15 minutes, and the process repeated. A similar check was done
for wind direction measurements, eliminating all points within an hour that had a standard deviation
less than 0.01 degrees if the temperature was also less than 5 C. The icing algorithm was only applied to
the tower wind speeds for the two cold season data denial episodes in November and January. Similar
procedures were also applied to the nacelle observations. In addition, speeds from nacelle
anemometers were flagged as bad whenever the difference between an individual anemometer’s
speed and the mean speed of all the nacelle anemometers within a wind plant was greater than 2
standard deviations of the speed of all the nacelle anemometers within the plant.

Another significant problem found in a substantial fraction of the tall tower sites was the occurrence of
large offsets in the wind directions. An example of such an offset is shown in Fig. 2.11 (top panel), which
displays the real-time hourly averaged wind directions for a 10 day period in June 2012 from the 29 and
58 m levels at a tall tower location. The black curve is the observed wind direction, and the red is from a
RAP data denial control model simulation that does not assimilate any of the WFIP observations. The
directions at the 29m and 58m levels in both the observations and the model agree so closely, that at
most hours the two levels are indistinguishable. However, a large offset is present between the model
and observations. The bottom panel of Fig. 2.11 shows the same data, but with the two observation
levels rotated by -79.7 and -78.7 degrees. Once these constant offsets have been applied, the observed
and model directions come into close agreement for the entire 10 day period.
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Figure 2.11. 10-day time series of wind directions from the RAP model (red curves) and observations
(black curves) for two levels at 29 and 59 m. Top panel) the black curves are from the original raw
observations; bottom panel) the two levels of observations have been rotated by a constant offset of -
78.7 and -79.7 degrees.

Although this example shows an extreme case when a direction offset correction is both obvious and
necessary, a large spectrum of offsets was found between tall tower directions and the forecasts. If the
larger offsets are deemed to be instrumental error that should be corrected, the question then becomes
what is the threshold for determining that the offset is instrumental and not a real forecast error?

Figure 2.12 is an idealized schematic diagram of the wind direction histograms for two towers, which
illustrates two characteristics that can be used to determine when a tower’s directions should be
corrected. The blue histogram has a relatively narrow, sharply peaked distribution, and a large bias
offset, similar to what would occur for the direction errors shown in Fig. 2.11. In comparison, the red
histogram is broader, and has a smaller mean direction offset. If the direction error reflects a model
deficiency, it is likely due to local, sub-grid scale effects, such as topographic variations. These forecast
errors are then likely to change with wind direction, leading to a broader histogram, whereas an
instrument offset will give the same error for all directions, leading to a narrower histogram. Therefore
the blue histogram is more likely to be due to an instrument wind vane alignment error, and that is large
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enough that it should be corrected, while the red histogram is more likely due to a model deficiency, or
an instrument direction error that is sufficiently small that it does not require correction.

A non-dimensional measure of the width of the histogram is given by the number of observations O,y
that fall within a window of width 2N centered on the peak of the histogram (indicated in Fig. 2.12),
divided by the total number of observations O in the histogram. Dividing by the width of the window
2N removes the dependency on the choice of the window width, and then multiplying by the wind
direction mean bias M B gives the dimensionless factor DF that incorporates both the histogram width
and the magnitude of the direction error and that can be used to quantify the necessity to correct the

error:
DF (02N> (MB) 2.1
=|— ) *%|— .
2
2
Yl
ME-N | MB+N ——
MB MB-N MB+N DEGREES
MB

Figure 2.12. Idealized wind direction histograms for a tower with a large mean bias (MB) error and
narrow distribution (blue curve), and a smaller mean direction bias with a broader distribution (red
curve).

Figure 2.13 shows the values of DF for each of the tower levels in both study areas. Two values of the
window width are used, 11 and 21 degrees (+/- 5 and 10 degrees around the center of the histogram).
The two curves are very similar, indicating that DF to first order is independent of the choice of the
window width. The choice of a threshold value of DF will then distinguish between those wind direction
errors that are likely instrument errors and should be corrected (DF greater than the threshold) and
wind direction errors that could be real and are not corrected. A value of DF = 20 is shown in the
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figure, but we have chosen DF = 15, which gives approximately half of the DF values greater than the
threshold and half smaller than the threshold.

The histogram of the mean direction bias of all of the towers/levels is shown in top panel of Fig. 2.14, for
wind speeds greater than 3 ms™, indicating a shift of the centroid of the histogram towards positive
values. The middle panel of Fig. 2.14 shows only those towers for which DF < 15, indicative of a model
deficiency or an instrumentation error sufficiently small not to correct. The bottom panel on Fig. 2.14
shows the histogram of mean bias errors for those tower/levels with DF > 15. The declination angle
(the difference between magnetic and true north) varies with location, and for the northern study area
varies between 6 and 12 degrees, while for the southern study area varies between 8 and 10 degrees.
The peak in the distribution of the mean direction errors in the lower panel clusters around values that
would have occurred if the declination correction was not applied to these towers, while secondary
peaks occur near values that would result if the declination angle correction was applied with the wrong
sign, or if it was applied twice.
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Figure 2.13. The dimensionless direction error factor DF for each of the towers/levels, using both a
window width of 11 degrees and 21 degrees, for 10 days of observations. The horizontal dashed line
represents a threshold for defining which towers will have their directions corrected and which will not.
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Figure 2.14. Histogram of the mean direction bias of all of the towers/levels, for wind speeds greater

than 3 ms

!, for the same 10 days as Fig. 2.13. The top panel is for all of the ~250 towers/levels, the

middle panel is for only those that have DF < 15, and the lower panel is for those that have DF > 15.

The wind direction and icing QC algorithms as well as the nacelle outlier algorithm were developed

towards the end of the field campaign and were not applied for any of the real-time model simulations.

However, for the data denial experiments the icing correction was applied to the tall tower and mesonet

stations, the direction correction was applied to the tall tower and mesonet data except for the

DOE/PNNL sites (which did not need it), and the nacelle outlier algorithm was applied.

DE-EE0003080



WFIP NOAA Final Report - Page 31

Because of the occasional observation errors present in the sodar data, and occasional remaining errors
in the WPR data, these data were further manually edited before assimilation in the retrospective data
denial simulations, largely relying on cross-comparisons of the co-located sodar, wind profiler, surface
met station observations, and the model forecasts. This editing was done because it was felt that the
remaining corrections for all three of these instrument systems could have been applied in real-time
with additional development effort to create more sophisticated automated QC algorithms that
combined the various observations.

2.3 Instrument Inter-comparisons

The accuracy of the three different remote sensing systems (WPR’s, sodars, and lidar) is investigated
through inter-comparisons of the data from co-located systems for several different periods. The only
site where all three instrument types were deployed was at De Smet, SD. Also, none of the remote
sensors were co-located with any of the tall-towers or turbine nacelle anemometers, so only the remote
sensors can be inter-compared. Fig. 2.15 shows time-series of real-time hourly averaged winds in the
layer in which all three systems provide observations, between 90 and 200m. The two lowest high-
resolution mode WPR range gates at De Smet are 138 and 196m, with a range gate spacing of 58m. The
five sodar and lidar levels from 100 to 200m were then averaged to correspond to the volume of
atmosphere sampled by the WPR. The bottom panel of Fig. 2.15 shows the number of WPR, sodar, and
lidar levels that were available at each hour. The maximum number of levels for the sodar and lidar is 5,
and is two for the WPR. As can be seen, wind speeds from the three instrument systems generally
follow one another quite well, with the exception of the WPR data being fast by 10-15% on the first day
of the time-series, and occasional hours when one system or another is an outlier.
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Sodar, Wind Profiler, and Lidar Comparison for:
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Figure 2.15 Inter-comparisons of WPR, sodar, and lidar data from the June 9-18, 2012 data denial time
period, averaged between 100 and 200m AGL. The top panel shows the time series of wind speeds from
these three instrument systems over the 10 day period. The bottom panel shows the number of
observation levels that go into each average. The two WPR measurement levels were at 138 and 196m
AGL.

Figure 2.16 presents scatter plot inter-comparisons of the real-time WPR and sodar data for the Oct. 13-
20, 2011 data denial experiment period, for six sites that had co-located WPR’s and sodars. The data are
again averaged in the layer of overlapping observations for both instrument systems, nominally 90-
200m. Good agreement between the two instrument types is found, although there is some variability
from site to site. In particular, a speed offset and relatively higher scatter is found at Ainsworth NE,
which had an older sodar system. Several large outliers were also present at Buffalo, SD.
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Figure 2.16 Scatter plots of the real-time, hourly averaged WPR and sodar data for six sites that had co-
located systems, for the period Oct. 13-20, 2011.

Figure 2.17 repeats the analysis of Fig. 2.16, but uses data after it has passed through the additional

quality control procedures used for the retrospective data denial assimilation simulations. The larger

outliers have been removed, with overall better agreement between the WPR’s and sodars. Additional

comparisons between the WPR’s and sodars after the additional QC has been applied are shown in

Appendix 2 for each of the 6 DD episodes.

DE-EE0003080



WFIP NOAA Final Report - Page 34

Colorado City, TX Brady, TX Leeds, ND
%-h S @h
= E E
§ » Ex Ex
« 8 ]
bt o5 e @ -
z z z of
g 10 & 0 10 o0 BT
-] B 2 & =
H g 8 aops
o - prac
& s @ g @ 5 ge
g S o 5 | K] A
g | oo g ° ]
a0 » .y a a gl 0@
(] 5 0 15 m = ] 5 10 15 n 2 (] 5 0 15 ]
Sodar Speed BAV 120m & 200m (m/s) Sodar Speed BAV 90m & 200m (m/s}) Sodar Speed BAV 90m & 200m (m/s}
Ainsworth, NE St James, MN Buffalo, SD
5 - - - _25
- K4
£ E £
§ 0 § n § -
o~ o~ o
o8 o5 bt
£ o £ 15 Ex o
s °® o @& 2 o o © %
050 : @0
g ‘ogﬁyﬂ%é‘ 2 g 8
10 @ . @ 0 10 G
] o7 %“ “ B - o &9
3 v 8 @ 660
o o @ <
-3 §
9D 5 ° @ o 5 @ s © )
& 5 &
)3 s s ¢
- ’ o a0
(] m 3

5 10 15 E 5 10 15 W 5 10 15 Ed
Sodar Speed BAN 90m & 200m (mis) Sodar Speed BAV 90m & 200m (m/s) Sodar Speed BAW 120m & 200m (m/s)

Figure 2.17 Scatter plots of the hourly averaged WPR and sodar data for six sites that had co-located
systems after additional QC was applied for the data denial experiment, for the period Oct. 13-20, 2011.

The co-located sodars and WPR’s deployed during WFIP allows for a detailed inter-comparison of
instrument bias at the range gates where the two instrument systems have overlapping data.
Quantifying these biases is important to determine the confidence we can have in the accuracy of each
sensor type when operated in a real-world operational setting. In no cases were sodars and industry
provided tall-towers co-located, and direct evaluation of potential biases in the tall tower data is not
possible. Instead, in Section 6.3 sodar, WPR, and tall tower biases with the model will be calculated, and
then these biases will be compared to see if they are in approximate agreement.

3. NOAA Models

Because of the focus on short-term forecasts, the principal NOAA models used during WFIP were the
hourly updated 13 km resolution Rapid Update Cycle (RUC), the 13 km resolution Rapid Refresh (RAP),
and the 3 km resolution High-Resolution Rapid Refresh (HRRR) (Fig. 3.1). In addition, because the NWS
is developing an hourly updated version of the North American Mesoscale (NAM) model, some
evaluation of the NAM model was also made, although using forecasts initialized only 4 times per day.
The HRRR model in particular has a large potential for application to wind energy forecasting, as its 3 km
grid better resolves terrain features affecting turbine-height winds, and also explicitly resolves
atmospheric convection such as thunderstorms, which produce outflows responsible for wind ramp
events.
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Figure 3.1. Model domains for the 13 km Rapid Refresh (blue), 13 km RUC (red) and the 3 km HRRR
(green).

3.1 Rapid Update Cycle (RUC)

The RUC forecast system was run operationally at the National Center for Environmental Prediction
(NCEP) from 1994-2012. The RUC features a 13 km domain covering the contiguous U.S. (Fig. 3.1) and is
distinctive in two primary aspects: its hourly assimilation cycle and its use of a hybrid isentropic—sigma
vertical coordinate. The use of a quasi-isentropic coordinate for the analysis increment allows the
influence of observations to be adaptively shaped by the potential temperature structure around the
observation, while the hourly update cycle allows for a very current analysis and short-range forecast.
Although the RUC was discontinued operationally during WFIP, a semi-operational version was
maintained and run at NOAA'’s Earth System Research Laboratory. The NWS operational RUC was used
as a control forecast system with no assimilation of WFIP-special wind observations.

The forecast model component of the RUC uses an updated version of the explicit mixed-phase bulk
cloud microphysics originally described as the “level 4’ scheme of Reisner et al. (1998) with
modifications following Thompson et al. (2004) to parameterize the effects of moist processes. Sub-grid
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scale convection is parameterized by the Grell-Devenyi scheme (Grell and Devenyi 2002). The land-
surface physics are parameterized by the RUC land surface model (LSM; Smirnova et al. 1997, 2000). The
RUC LSM contains a multilevel soil model, treatment of vegetation, and a two-layer snow model, all
operating on the same horizontal grid as the atmospheric model. The level 3.0 boundary layer scheme of
Burk and Thompson (1989) parameterizes the turbulent mixing. The exchange coefficients regulating the
fluxes of heat, moisture, and momentum between the land and atmosphere are prescribed by Monin—
Obukhov similarity theory, specifically the three-layer scheme described in Pan et al. (1994). The
radiative transfer in the short- and longwave spectrums are parameterized by the Rapid Radiative
Transfer Model (RRTM; Mlawer et al. 1997). Table 3.1 summarizes the RUC model configuration.

3.2 Rapid Refresh (RAP)

The RAP serves as the National Center for Environmental Prediction's regional short-range rapidly
updating forecast system, which provides hourly updated forecasts out to 18 hours. The RAP replaced
the operational RUC model at NCEP in May 2012, midway through the WFIP field campaign. The
primary differences between the RAP and RUC include: (1) the model component of the operational RAP
is based upon the Advanced Research Weather version of the Weather Research and Forecasting (WRF-
ARW) model (Skamarock 2008), and (2) the data assimilation component uses the 3D-variational Grid
Statistical Interpolation scheme (GSI; Wu et al. 2002).

The version of the RAP implemented for WFIP features a 13 km C-grid domain covering North America
(Fig. 3.1). The ESRL/RAP model code used for the WFIP project was a more advanced version of the
operational RAP and came from ESRL's real-time parallel-test developmental code at the time WFIP
experiments began. As in operations, boundary conditions for the RAP were obtained from the previous
cycle's forecast from the Global Forecast System (GFS) model.

The RAP uses a modified version of the WRF-ARW with explicit mixed-phase bulk cloud microphysics
originally described by Thompson et al. (2008) to parameterize the effects of moist processes. Deep sub-
grid scale convection is parameterized by the Grell 3D scheme and shallow-convective processes are
parameterized by the Grell shallow-cumulus scheme. Land-surface physics are parameterized by the
RUC LSM (Smirnova et al. 1997, 2000). The Mellor-Yamada-Janjic (level 2.5) boundary layer scheme
(Janjic 2001) parameterizes the turbulent mixing. The exchange coefficients regulating the fluxes of
heat, moisture, and momentum between the land and atmosphere are prescribed by Janjic (1994). The
radiative transfer in the shortwave spectrum is parameterized by the Goddard scheme (Chow and
Suarez 1994) and longwave spectrum is parameterized by the Rapid Radiative Transfer Model (RRTM;
Mlawer et al. 1997). Table 3.2 summarizes the RAP model configuration.

The real-time ESRL RAP forecasts were run out to 15 hours with output at 60 minute intervals, while
output was stored at 15 minute intervals for the data denial simulations.
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3.3 High Resolution Rapid Refresh (HRRR)

The HRRR features 3 km grid spacing with a domain covering the contiguous U.S. (Fig 3.1). The HRRR is
not yet run operationally at NCEP but is planned for implementation in 2014. However, the HRRR is run
in a quasi-operational 24/7 developmental mode at NOAA/ESRL and already has a wide user base,
including NOAA Weather Forecast Offices and private sector organizations. The primary purpose of the
HRRR is to improve the operational capability of forecasting high-impact convective storms, which play
an important role in the ramping of low-level winds. The version of the HRRR in development during
WFIP did not perform additional data assimilation on the 3-km grid. The initial and boundary conditions
were obtained by direct interpolation from the RAP. The HRRR was run hourly, out to 15 hours, within
ESRL's high-performance computing facility.

The forecast model component of the HRRR, like the RAP, uses a modified version of the WRF-ARW.
Since most convective processes can be adequately resolved at 3-km grid scales, no deep- or shallow-
convection schemes are used. The rest of the physical processes are parameterized using the same
schemes employed in the RAP (above). Table 3.3 summarizes the HRRR model configuration.

3.4 NAM and NAM CONUSNEST

The NAM serves as the National Weather Service's regional short to mid-range NWP system which
provides forecasts out to 84 hours four times at day at 00 UTC, 06 UTC, 12 UTC, and 18 UTC. The current
configuration of the operational NAM was implemented in October of 2011 and is based upon the
Nonhydrostatic Multiscale Model on the B grid (NMMB; Janjic, 2003; Janjic, 2005; Janjic and Black, 2007;
Janjic and Gall, 2012).

The version of the NAM implemented for WFIP data denial studies featured two domains (Fig. 3.2), a
parent 12 km domain and a one-way nested 4 km domain covering the contiguous United States
(CONUS). The coverage of both of these domains is identical to that covered by the operational NAM.
The NMMB model code used for the WFIP project was a more advanced version of the operational
NMMB and came from NCEP/EMC's real-time, parallel-test developmental code at the time WFIP
experiments began. The general configurations of both the 12 km and 4 km domains may be found in
Tables 3.4 and 3.5, respectively. As in operations, boundary conditions for the 12 km parent domain
were obtained from the previous cycle's forecast from the GFS model. All 12 km forecasts ran out to 84
hours and the 4 km forecasts ran out to 60 hours. Both domains produced hourly output to 36 hours.
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Parent dimensions: Nx = 954 Ny = 835 dx = 0.1260 dy = 0.1080
center lat = 54.00 center lon = -106.00

Figure 3.2. NAM Parent 12 km (black) and 4 km CONUSnest (red) computational domains used during
WFIP.

13 km RUC Description Configuration
Points in x, y, z directions 451, 337,51
Microphysics parameterization Thompson et al. (2004)
Boundary layer parameterization Modified Burk-Thompson (1989)
Convective parameterization Grell and Devenyi (2002)
Long/short wave radiation parameterization Mlawer et al. (1997)
Land surface model Smirnova et al. (1997, 2000)

Table 3.1. 13 km RUC domain configuration.
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13 km RR/RAP Description

Configuration

Points in x, y, z directions

758, 567,51

Microphysics parameterization

Thompson et al. (2008)

Boundary layer parameterization

Janjic (2001)

Convective parameterization

Grell 3D/Grell shallow-cumulus scheme

Long/short wave radiation parameterization

Chow and Suarez (1994)/Mlawer et al. (1997)

Land surface model

Smirnova et al. (1997, 2000b)

Table 3.2. 13 km Rapid Refresh domain configuration.

3 km HRRR Description

Configuration

Points in x, y, z directions

1800, 1060, 51

Microphysics parameterization

Thompson et al. (2008)

Boundary layer parameterization

Janjic (2001)

Convective parameterization

Turned off

Long/short wave radiation parameterization

Chow and Suarez (1994)/Mlawer et al. (1997)

Land surface model

Smirnova et al. (1997, 2000)

Table 3.3. 3 km HRRR domain configuration.

12 km NAM Parent Description

Configuration

Points in x, y, z directions

954, 835, 60

Microphysics parameterization

Ferrier et al. (2002, 2011)

Boundary layer parameterization

Janjic (2001)

Convective parameterization

Janjic (1994)

Long/short wave radiation parameterization

lacono et al. (2008), Mlawer et al. (1997

Land surface model

Ek et al. (2003)

Gravity wave drag parameterization

Alpert (2004)

Table 3.4. 12 km NAM domain configuration.
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4 km CONUSnest Description Configuration

Points in x, y, z directions 1371, 1100, 60
Microphysics parameterization Ferrier et al. (2002, 2011)
Boundary layer parameterization Janjic (2001)
Convective parameterization Janjic (1994): Modified to be less active for higher

resolution
Long/short wave radiation parameterization lacono et al. (2008), Mlawer et al. (1997
Land surface model Ek et al. (2003)
Gravity wave drag parameterization None

Table 3.5. The NAM 4 km CONUSnest domain configuration.

3.5 RAP and HRRR improvements

During the course of WFIP numerous improvements were made to the RAP and HRRR models, and these
improvements were then included in the data denial experiments that were run after the end of the
field campaign. These improvements were the result of many different funded efforts focused on model
development, and some occurred as a result of WFIP. Improvements that occurred during the course of
WEFIP (incorporated during 2012) are listed in Table 3.6. These include improvements made to the
model physics, model numerics, data types assimilated, and data assimilation procedures, including the
assimilation of wind profiling radar data.

3.6 HPC & Data Storage Requirements

The High Performance Computing (HPC) and data storage requirements for just the data denial
simulation experiments can be substantial. If the full domain output was saved for the RAP model for
the 55 data denial experiment days, over 280 Terabytes (TB) would have been required. Since this was
not possible, model output was saved only over a truncated domain spanning the central U.S., reducing
the data storage requirements to 35 TB.

The NAM WEFIP data denial simulations occupy approximately 67 Terabytes of archived disk. This
exceptionally high disk usage reflects the retention of several very large files which have been saved to
restart NAM and NAM CONUSnest model forecasts if necessary. Furthermore, the addition of the
NAM’s 4 km CONUSNEST domain leads to a substantial increase in the amount of required disk space.
All data denial simulations, both RAP and NAM, were run on Zeus, the NOAA research and development
high performance computing system. Model forecast jobs used 1200 processors to run the nested
configuration of the NAM 12 km parent and 4 km CONUSNEST domains and 196 processors for the RAP
domain. The GSl used 240 processors for each data assimilation step that was run for the NAM’s 12 km
and 4 km domains.
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Model Data Assimilation
WRFv3.3.1+ WPR assimilation heights
Physics changes Soil adjustment,
(convection, microphysics, Temp-departure radar-
land-surface, PBL) hydrometeor building
Numerics changes Precipitable Water assim mods
(w damping upper boundary Cloud assim mods
RAP conditions, Tower/nacelle/sodar observations
(13 km) 5" order vertical advection) GLD360 lightning
MODIS land use, fractional GSI merge with trunk

3010 min shortwave radiation
New reflectivity diagnostic

WRFv3.3.1+,
Physics changes

(microphysics, land-surface,

PBL)

Numerics changes

HRRR (w damping upper boundary
(3 km) conditions,

5" order vertical advection)
MODIS land use, fractional
30—>05 min shortwave radiation
New reflectivity diagnostic

Table 3.6. Improvements made to the NOAA/ESRL RAP and HRRR research models in 2012.

4. Data Assimilation

Numerical weather prediction is an initial value problem and the atmosphere is a nonlinear, chaotic
system which, when modeled, exhibits a strong sensitive dependence on initial conditions (Lorenz
1963). Therefore it is important that the best available initial conditions be used to initialize NWP
models in order to yield the best possible forecasts. The process in which the best available initial
conditions are obtained is through a procedure known as data assimilation, which combines a model
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forecast with observations to provide an estimate of the current state of the atmosphere. This estimate,
i.e. the analysis, is then used as the initial state from which forecasts are initialized.

The hourly data assimilation of the RUC forecast system uses an older three dimensional variational
assimilation (3Dvar) technique. The analysis framework includes ingest and preprocessing of the
observations and the calculation of innovations [discussed in Devenyi and Benjamin (2003)]. The
background field is the previous 1-hr RUC forecast in its native coordinate. The RUC employs a diabatic
digital filter initialization technique (Huang and Lynch 1993; Benjamin et al. 2004b) to develop
physically-balanced circulations associated with the latent heating inferred from radar observations and
applies a cloud analysis, using satellite data and surface ceiling observations, to initialize an the three-
dimensional cloud field.

Both the RAP and NAM forecast systems use the Gridpoint Statistical Interpolation system (GSI; Wu et
al. 2002) for data assimilation. The GSI analyzes the following variables: streamfunction, velocity
potential, surface pressure, temperature, and normalized-relative humidity [a multivariate relation
involving specific humidity, temperature, and pressure (Holm et al., 2002)].

The GSl is a complex variational data assimilation system which is capable of assimilating a diverse set of
observations. Such observations include, but are not limited to, radiosondes, wind profilers, Doppler
radar radial velocities, satellite radiances, surface observations, etc. With the advent of WFIP the
capability to assimilate both wind turbine nacelle and tall tower observations has been developed for
the RAP and NAM forecast systems within the GSI framework.

The implementation of the GSI system for the WFIP project was under the context of 3DVar, which
minimizes a cost function that measures the distance to the background forecast and observations
(Kalnay, 2003). The model analysis is then globally adjusted to all the observations available during the
assimilation period (Talagrand, 1997). For GSI 3DVar, the following incremental cost function is
minimized

J = %[XTB‘lx + (Hx — y)TR™1(Hx — y)] (eqn. 4.1)
Where X is a column vector of analysis increments, x = x — x. Here superscripts ‘a’ and ‘f’ denote an
analysis and forecast, respectively. The vector x, and its constituents, has length n which corresponds to
the total number of model gridpoints times the number of analysis variables (e.g. streamfunction,
temperature, etc.). Matrix B is the background error covariance matrix and is of dimensionn xn. His
the (possibly nonlinear) observation operator which maps forecast variables to observations and has
dimension p x n, where p corresponds to the total number of observations to be assimilated. Finally, y
is a column vector of observation innovations and takes the form of y = y,,s — Hx' and has length p,
where subscript 'obs' denotes the actual observations (e.g. nacelle wind speeds). To find the analysis
increment which minimizes the cost function the iterative preconditioned conjugate gradient algorithm
of Derber and Rosati (1989) is used.
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In the practical implementation of 3DVar the background error covariance matrix, B, must be estimated
a priori. The structure of this matrix is quite important, as it largely determines how the information
from the assimilated observations is spread out into the analysis, i.e. the analysis increments (Daley,
1991; Kalnay, 2003). In the GSI B may be estimated using the so-called NMC method (Parrish and
Derber, 1992) or the ensemble-analysis method (Houtekamer et al. 1996). Both techniques follow the
methodology of using the average of many sets of forecast differences, verifying at the same time, to
estimate B. Along with the estimation of B, the GSI includes additional steps to model the cross-
variable covariances using linear balance relationships via statistical regression, which allows for a
coupling of mass and wind fields in the resulting analysis (Parrish et al., 1997; Wu et al., 2002). Finally,
the spatially univariate correlations are modeled using an isotropic recursive filter, which has the
response of a Gaussian function and spreads the analysis increments to nearby gridpoints (Purser et al.,
2003).

The observation error covariance matrix, R, contains instrumentation errors, representativeness errors,
and errors associated with the observation operator, H. In practice it is assumed that all observation
errors are independent and uncorrelated (Lorenc, 1986; Kalnay, 2003), thus rendering R a diagonal
matrix of error variances. In GSI observation errors for conventional observations, e.g. nacelle winds
and radiosondes, are specified through an external error table file which stores the observation error
standard deviations as a function of vertical pressure level. Observations also have a certain amount of
self-descriptive meta-data associated with them which can yield additional information about
observation quality. This extra data can be used to quality control observations during the analysis
process by adaptively inflating observation error and/or rejecting observations completely. For
example, observations may be rejected through a gross error test, which checks the observation against
the background forecast, if the magnitude of the difference is too large, the observation may be
rejected.

The GSI settings and configuration used for both the RAP and NAM are described in the following
subsections.

4.1 RAP/HRRR

The RAP data assimilation system used for WFIP is a developmental version of GSI, which includes
updates from the operational RAPv1. RAP-GSI assimilates all standard observations as well as WFIP-
special wind observations from towers and nacelles throughout the WFIP study region.

The GSl version the RAP implemented for WFIP, as well as in operations, used the so-called “partial
cycling” procedure. Partial cycling for the RAP involves a twice-daily 6-hr spin-up cycle from an initial
condition taken from a 3 hr GFS forecast, valid at 03 and 15 UTC. The 1-hr forecast from the 6™ cycle is
then injected into the regular hourly cycled system at 09 and 21 UTC. Note that for the RAP, only the
atmosphere component uses this partial cycling technique, whereas the soil moisture and temperature
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fields are continuously cycled. This is done so that the soil state is kept physically consistent with the
RUC Land Surface Model (LSM) diffusion of heat and moisture.

Reducing the effects of imbalances introduced during the data assimilation step is addressed with a
diabatic digital filter. Digital filtering produces an initial atmospheric state that is balanced within the
context of the of model's dynamics (Huang and Lynch, 1993) by filtering high-frequency noise from an
unbalanced initial state. In hourly cycled systems, noise can accumulate with each successive cycle, so
the use of digital filter initialization is important for the mitigation of noise (e.g. Benjamin, 2004b). In
the RAP, a diabatic digital filter is also used for the assimilation of radar reflectivity, where a prescribed
latent heating is added to the model’s temperature tendency term, proportional to the radar retrieved
strength, to help spin-up a physically consistent ageostrophic circulation associated with the
precipitating storm-scale structures. The RAP uses a filter window length of 40 minutes, which is invoked
at the beginning of every hourly cycle. The RAP also includes a cloud analysis procedure, using satellite
data and surface ceiling observations, to initialize an accurate three-dimensional cloud field.

The current developmental version of the HRRR does perform data assimilation on the 3 km grid, but
during WFIP there was no data assimilation performed and no diabatic digital filter used within the
HRRR framework. The HRRR solely benefited from the data assimilation performed within the RAP by
means of interpolated RAP analyses used to generate initial and boundary conditions.

4.2 NAM/NDAS and CONUSnest

The version of the NAM and NAM Data Assimilation System (NDAS ) implemented for WFIP, as well as in
operations, also uses the partial cycling procedure. Partial cycling for the NAM/NDAS involves using the
atmospheric variables from a 6 hour forecast from the Global Data Assimilation System (GDAS) as the
first guess for the atmospheric state at the beginning of the 12 hour long analysis-forecast-analysis
window of the NDAS (Fig. 4.1). The land states, however, are still cycled from the previous, most recent
NDAS cycle to maintain physical consistency with the model’s Land Surface Model.

The WFIP project allowed for testing and introduction of several, new experimental features within the
NAM/NDAS. The major additions include adding analysis-forecast steps during the NDAS for the 4 km
CONUSnest, switching on the use of a diabatic digital filter initialization technique, and the introduction
of the capability to assimilate special wind energy observations (nacelle and tall tower observations) into
the NAM/NDAS system for the first time.

In the current operational configuration of the NDAS, the 4 km CONUSnest domain is not cycled and is
initialized from a downscaled/interpolated field from the 12 km parent NAM domain. However it has
been planned to add the 4 km CONUSNEST to the NDAS assimilation procedure (e.g. Fig. 4.1). In this
configuration the 4 km CONUSNEST would go through an assimilation cycling procedure just as the 12
km parent domain does, thus allowing the initial conditions for the CONUSNEST forecast to be more
consistent with the its spatial resolution. NCEP/EMC recognized that the WFIP project was a good
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opportunity to implement such a capability for testing and a substantial effort was invested in adding
this feature. As a result of this work, this feature has also been included in a development version of an
hourly-updated version of the NAM/NDAS.

The issue of initialization and reducing the effects of imbalances introduced during the data assimilation
step has been a longstanding challenge in NWP (e.g. Daley, 1991). In the operational version of the
NDAS extra divergence damping is applied to mitigate the accumulation of excessive noise (i.e. from
TM12-TMO3 in Fig. 4.1), where TMXX is the model initialization time minus XX hours. However,
alternate initialization techniques also exist which accelerate the model adjustment process, such as
digital filtering, which produces an initial atmospheric state that is balanced within the context of the of
model's dynamics (Huang and Lynch, 1993). Furthermore the use of digital filter initialization has also
been considered a necessity for the mitigation of noise in the implementation of hourly, rapidly
updating forecast models (e.g. Benjamin, 2004b), something which is being actively pursued for the
NAM. In the WFIP version of the NAM/NDAS system a diabatic digital filter (Lynch et al., 1997) was
applied immediately after each analysis, for both domains, using a filter window length of 40 minutes.

Finally, the development of the ability to assimilate nacelle and tall tower observations from the wind
energy community is another benefit from the WFIP project. Given the availability of these new wind
energy data sets, the WFIP project should help accelerate the ingest of these observation types into the
operational RAP and NAM/NDAS.

4.3 Additional Observational Data Processing

NCEP operational observation processing was used for encoding the profiler, SODAR, and RASS data into
the file format used by the GSI assimilation system, known as prepBUFR (prepared Binary Universal
Form for the Representation of meteorological data). During the encoding process, NCEP's profiler
complex quality control algorithm was applied to both the profiler and sodar observations, which is
based upon observation differences from GDAS forecasts (e.g. Gandin, 1988).

Once these observations were encoded into prepBUFR, the new prepBUFR files containing all
conventional observations in addition to the special WFIP profiler, SODAR, and RASS observations were
transmitted to ESRL for the inclusion of nacelle and tall tower observations. These prepBUFR files were
then used for assimilation within the NAM and RAP forecast systems.

Finally, given the high density of nacelle data and the fact that each nacelle anemometer is mounted
directly behind rotating turbine blades, an averaging method was necessary to create a more robust
estimate prior to assimilation. The method chosen was a three step approach: (1) a mean of all nacelle
observations was taken for every 30x30 km?” region, (2) all nacelle observations which deviated from the
mean by more than two standard deviations were excluded, (3) the remaining nacelle observations
were again averaged to get a single estimate within the region. This method generally excluded about
10% of the nacelle observations and reduced the amount of single nacelle observations from about 300
to about 18 averaged observations.
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4.4 GSI 3DVar parameter settings

The WFIP version of the GSI was implemented for both the RAP and NAM in a manner which closely
mimicked that used in operations. In particular, the GSI data assimilation system eliminates
observations based upon the following gross error test:

|Obs — Background| > (obserror  gross error) (eqgn. 4.2)

where “Obs” refers to a particular observation and “Background” refers to the model forecast
equivalent of the observation, interpolated to the observation location (i.e. Hx?).

The background error statistics, B, for the RAP are the same as those used in the operational RAP, which
originated from the GDAS with modified recursive filter correlation lengths. Background error statistics
for the NAM are the same as those used in the operational NAM for cycles at TM09-TMOO (Fig. 4.1).
These background error statistics were derived using 60 three hour forecast pairs based upon the
method of Houtekamer et al. (1996). At TM12, the beginning of the NDAS window (Fig. 4.1), the
background error statistics from the GDAS system are used since the first guess forecast at this time
corresponds to a six hour forecast from the GDAS.

The observation errors for all conventional observations assimilated into the RAP and NAM in WFIP
were set to be identical to the errors used in the operational versions of those models, with the
exception that the WFIP profiler and sodar observation errors were reduced, since extra quality control
was undertaken to ensure high data quality. The values of observation error and gross error for the
real-time forecasts are set as:

Real time runs:

profilers(u,v) Sodars(u,v) Towers(u,v) Nacelles (spd) | Mesonet(u,v/T,q)
Obs error 3.7-10.0 3.7-10.0 3.5 3.5 1.5/1.0
Gross error 5.0 5.0 15 1.5 5.0/7.0

Table 4.1. Real-time forecast GSI values of observation error and gross error for the assimilated WFIP
instrumentation types.

where the profiler and sodar observation errors are equal to 3.7 ms™ up to 700 mb, then increase by 0.2
ms™ every 50 mb above that, up to a max value of 10.0 ms™ . The values of observation and gross

errors for the data denial simulations are set as:

Data denial (DD) simulations:

profilers(u,v) Sodars(u,v) Towers(u,v) Nacelles (spd) | Mesonet(u,v/T,q)
Obs error 2.0-5.0 2.0-5.0 1.6 1.6 1.5/1.0
Gross error 7.0 7.0 7.0 7.0 5.0/7.0

Table 4.2. Data denial simulation GSI values of observation error and gross error for the assimilated WFIP
instrumentation types.
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For the real-time forecasts the gross error test will reject profiler and sodar observations below 700mb
when they differ from the background field by more than 5.0 x 3.7ms™ =18.5 ms™, and tower/nacelle
observations by more than 1.5 x 3.5ms™ =5.25ms™, while for the data denial simulations the gross
error test will reject profiler and sodar observations when they differ from the background field by
more than 7.0 x 2.0ms™ =14.0 ms™, and tower/nacelle observations by more than 7.0 x 1.6ms™ =
11.2ms™ . The settings for the profiler’s and sodars for both the real-time and DD simulations and for
the tall tower/nacelles for the DD simulations are set sufficiently lax that virtually all observations are
always accepted. For the non-QC’d real-time tall tower/nacelle observations, the tighter parameter
settings eliminated some observations.

Finally, the time window for the observations was also modified. The operational NAM and RAP use a
very short time window of +- 6 minutes of the analysis time to select the observations to assimilate.
This effectively left out a large number of WFIP field experiment observations from the analysis.
Therefore the time window for these observations in the data denial NAM and RAP runs was expanded
to +- 21 minutes of the analysis time to ensure successful ingest of the WFIP field experimental
observations.

6hr GDAS N DAS/NAM

Atmospheric

Forecast
B > . > >
NDAS Land
Surface States
I | I j
TM12 TMO9 TMOB TMO3 TMOD
TMXX= Cycle time minus XX hours.

\\\*

84hr NAM
Forecast

Figure 4.1. NAM/NDAS data assimilation cycling diagram. Each forecast cycle begins with a 12 hour
analysis-forecast window during which analyses are conducted at three hour intervals (TM12, TMQ9,
etc.). TMOO refers to the forecast initialization time (e.g. 00, 06, 12, or 18 UTC). At TM12 the first guess
for the atmosphere is a 6 hour forecast from the GDAS. The land states are, however, still cycled from
the previous NAM/NDAS cycle.
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5. Evaluation of Real-Time Forecasts

5.1. Real-time model evaluation web site

To assist in maintaining the WFIP instrumentation in continuous working order throughout the
year-long field campaign and in identifying potential model problems, the observations and model
forecasts were displayed continuously on a real-time publically accessible web site, updated on a sub-
hourly basis. The web sites for the NSA and SSA can be found at:

http://wfip.esrl.noaa.gov/psd/programs/wfip/North/
http://wfip.esrl.noaa.gov/psd/programs/wfip/South/

An example screen from the NSA web page is shown in Fig. 5.1. Buttons on the web page allow for
selection of seven different models, four observation types (profilers, sodars, lidar, surface met), each of
the WPR, public sodar, and lidar sites, and each of the model initialization times. In addition, non-public
versions of the web site were developed for both of the private sector partners that displayed the
proprietary sodar, tall tower and nacelle observations, as well as comparisons of the various models
with those proprietary observations. The web sites show both vertical profile data and surface data
time-series for 24 hour periods that are updated each hour, with the corresponding model forecasts
displayed out to the length of the forecast made, typically 15h for the RR and HRRR models. Also
separate buttons for the RR and HRRR models (in orange) allow for visualization of which observations
at the initialization hour were accepted by the model data assimilation system. The ability to peruse
previous day’s data is maintained through the date selection tool on the web site calendar. In the
example shown in Fig. 5.1, the high-resolution WPR wind vector (barbs) and speed (filled color) data at
Buffalo ND (top panel) are compared to a 15 h forecast from the ESRL RR model (lower panel) initialized
at 00 UTC, Sept. 1, 2012. In this particular example the model is seen to have large speed discrepancies
of up to 15 ms™ at forecast hours 6-9. The real-time web site was essential during WFIP for monitoring
instrument status, allowing for engineers and technicians to rapidly respond to instrument problems
thereby minimizing data outages. Also, the ability to compare observations with model output in many
cases allowed for the identification and correction of subtle problems with instruments that would not
have been detected by examining the observations alone.
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Figure 5.1 A screen-shot of the main page of the model/observation evaluation web page

5.2. Conversion of wind speed to power

In order to properly evaluate the skill of an NWP model at forecasting winds for wind energy, it is
essential to convert from wind speed to the equivalent power that a wind turbine would produce. This

is necessary because wind speed errors produce corresponding turbine power production errors only for
a range of moderate wind speeds. Errors at low speeds do not matter as the speeds are too low for the
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turbine to produce any power, and errors at very high speeds do not matter because the turbine will be
producing at full capacity in any case. In addition, the wind speed is nonlinearly related to the power
generated which can make interpretation of wind speed forecast errors difficult to translate directly into
forecast errors in wind power.
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Figure 5.2. An IEC class 2 wind turbine power curve, which shows the expected wind power produced as
a function of wind speed for this class of turbine.

The conversion of wind speed to wind power follows a wind turbine’s power curve, an example of which
is shown in Fig. 5.2 for a standard IEC Class 2 wind turbine, which is the most common type of wind
turbine used in the U.S. Midwest. As can be seen, this type of turbine produces only 10% of its
maximum possible power a speed of 5 ms™, increasing to 90% of full power near 11.5 ms™*. The power
curve shown in this figure has been used throughout the NOAA WFIP analysis to quantify model forecast
errors and forecast error improvements.

5.3. Bulk error statistics: RAP and RUC models

From the start of WFIP through April 30, 2012, the NOAA/NWS/NCEP operational hourly-updated model
was the Rapid Update Cycle (RUC) model. This operational model did not assimilate any of the special
WFIP observations. Basic MAE bulk-statistics comparisons of the NCEP/RUC model with the ESRL/RAP
model are shown in Fig. 5.3 for the vector wind evaluated using the 39 real-time tall towers in the NSA.
Since the NCEP/RUC model did not assimilate in the new observations while the research ESRL/RAP
model did, the improvement in forecast skill of the ESRL/RAP over the NCEP/RUC combines fundamental
model improvements of the RAP over the RUC, as well as the impacts of assimilation of the WFIP data.
Because the real-time observations were not quality controlled to the same level as in the DD

DE-EE0003080



WFIP NOAA Final Report - Page 51

simulations, the contribution to the improvement from assimilation of the new observations in these
real-time evaluations may be reduced accordingly. The fundamental model improvements of the RAP
over the RUC are the result of many years of research and development that preceded WFIP, and also
reflect a few changes that were made as a result of WFIP. The percent improvement of the ESRL/RAP
over the NCEP RUC is quite significant, as large as 13% at for forecast hour 1, decreasing to 6-7% for
forecasts hours 7-15.

During this same time period of Oct — April 2012, NCEP was running a test version of the RAP
model, which replaced the operational RUC model on May 1, 2012. Also shown in Fig.5.3 is the percent
improvement of the ESRL/RAP over the NCEP/RAP model. The NCEP_RAP assimilated a subset of the
WFIP observations (one wind profiling radar and 5 sodars in the NSA; 3 sodars in the SSA; none of the
tall towers, nacelle anemometers, or surface mesonet). Since these observations will have added some
skill to the NCEP_RAP, the improvement of the ESRL_RAP relative to the NCEP_RAP model will provide a
conservative estimate of what the improvement would have been had none of the WFIP observations
been assimilated into the NCEP_RAP. This improvement peaks at 3-4% at forecast hour 1 and slowly
decreases to near 1% out to hour 15.

NORTH SITE VECTOR WIND - Models vs 39 Towers; All Fcst
15 Oct 2011 - 30 Apr 2012
15 [ [ [ [ [ [ [ [ [

Bl ESRLRAP/NCEPRUC
Bl ESRLRAP/NCEPRAP
10 ]

T

MAE % improvement

00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15
Forecast hour

Figure 5.3. MAE percent improvement of the ESRL/RAP model over the NCEP/RUC model for the vector
wind as a function of forecast length, calculated using observations from 39 real-time tall tower sites in
the Northern Study Area (blue bars) during the first 6.5 months of the WFIP field campaign. Red bars
indicate the same except for the ESRL/RAP over the NCEP/RAP.

Figure 5.4 also shows improvements in bulk statistics for the NSA, except in this case for wind power,
calculated by converting wind speeds from both the model and tall tower observations to power using
the power curve shown in Fig. 5.2. The top panel shows percent improvement for the coefficient of
determination (correlation coefficient squared), and the lower panel the percent improvement in MAE.
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Again, large improvements are found for the improvement in the ESRL/RAP over the NCEP/RUC model,
with more modest improvements in the ESRL/RAP versus NCEP/RAP comparison.
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Fig. 5.4. The same as for Fig. 5.3, except for coefficient of determination R> and MAE percent
improvement of wind power.

Figure 5.5 shows vector wind percent improvement statistics identical to Fig. 5.3 except for the SSA,
using observations from 15 real-time ERCOT towers. The percent improvement in the ESRL/RAP versus
the NCEP/RUC comparison again starts out large for short forecast lengths, then decreases to 2-3% by
forecast lengths of 15 hours. The ESRL/RAP versus NCEP/RAP comparison shows near constant
improvement of 2-4% at all forecast hours.

The improvements in power forecasts for the SSA are shown in Fig. 5.6. The improvement for the
coefficient of determination R* for the ESRL/RAP to NCEP/RUC comparison is larger in the SSA than the
NSA (Fig. 5.4), while the MAE and also the ESRL/RAP to NCEP/RAP improvements are similar in both
domains.
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SOUTH SITE VECTOR WIND - Models vs 15 Towers; All Fcst
29 Nov 2011 - 30 Apr 2012
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Figure 5.5. MAE percent improvement of the ESRL/RAP model over the NCEP/RUC model for the vector
wind as a function of forecast length, calculated using observations from 15 real-time tall tower sites in
the Southern Study Area (blue bars) during the first 6.5 months of the WFIP field campaign. Red bars
indicate the same except for the ESRL/RAP over the NCEP/RAP.

The overall conclusions from this analysis are that: 1) a significant improvement in the NWS operational
hourly-updated forecasts available at the start of WFIP was technically possible from a combination of
research forecast models and additional observations; this improvement ranged from 15-4% for 1-6
hour hub-height wind and power forecasts of MAE and R%; and 2) the switch of the NWS operational
forecast model from the RUC to the RAP that occurred half-way through WFIP represented a significant
improvement in operational forecast accuracy for the wind energy community.
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Fig. 5.6. The same as for Fig. 5.5, except for coefficient of determination R* and MAE percent
improvement of wind power.

5.4. Bulk Error Statistics: ERSL RAP and HRRR
Next we show comparisons of the real-time ESRL RAP and HRRR models. These models are very similar,
with the most significant differences being the higher 3 km resolution of the HRRR compared to the 13
km resolution of the RAP, and the fact that the HRRR uses only an explicit convection parameterization
scheme. The ESRL/RAP assimilated the special real-time WFIP observations, and since the HRRR was
initialized off of the ESRL/RAP, it was impacted by the same new observations. Standard RMSE bulk
statistics are computed for the NSA and SSA using the real-time tall tower data that were available, and
tend to show in general lower skill by up to 4-6% for the HRRR than for the RAP for most forecast hours
(Fig. 5.7). Similar reductions in HRRR skill of 2-6% were found for MAE, RMSE, and R? for the scalar wind
speed (not shown).
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A reduction in bulk statistics forecast skill for a higher resolution model is often found in weather
forecasting analysis, and can be explained by the fact that although the higher resolution HRRR model
can more realistically simulate thunderstorms and other small scale convective atmospheric weather
systems, small misplacements of these features in time or space will result in worse point evaluations of
statistical skill than when a smoothly varying forecast from a coarse resolution model is used (e.g. Rife et
al.,, 2004). Therefore one must exercise caution when comparing high resolution forecasts to
comparatively lower resolution forecasts when using traditional metrics (e.g. RMSE). An approach to
address this issue has very recently been introduced via a neighborhood approach and adopting
probabilistic approaches to forecast verification at observing sites (Mittermaier, 2013). Such a forecast
verification approach may be an interesting technique worth investigating in a future study. Finally, we
note that although the bulk statistics do not show improvement from the HRRR relative to the RAP, the
ramp statistics analysis contained in the WindLogics WFIP final report shows that the HRRR provides

additional value over the RAP in predicting the frequency of ramp events.
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Figure 5.7. RMSE improvement of the vector wind for the HRRR model over the ESRL/RAP model, for the
NSA from 15 Oct. 2011 — 30 Apr. 2012 (top panel), and the SSA from 29 Nov. 2011 — 30 Apr, 2012
(bottom panel), as a function of forecast length.
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6. Data Denial Simulations

One of the primary goals of WFIP was to determine the impact of the special WFIP observations on
model forecast skill of turbine hub-height winds. Isolating the impact of the new observations required
carefully controlled data denial simulations, where the identical numerical weather prediction model
was run twice: first a control run that assimilated only the routinely available observations, and second,
an experimental run that assimilated both the routine and the special WFIP observations. Differences in
forecast skill between these two simulations determine the impact that the special WFIP observations
alone had on improving model forecast skill. Both ESRL and NCEP ran data denial simulations, ESRL
using the RAP model and NCEP using the NAM and NAM CONUSnest. The ESRL HRRR model did not
have its own data assimilation system, but was initialized using the ESRL RAP assimilation system at each
hour. Therefore only ESRL RAP, NAM, and NAM CONUSnest simulations are utilized in the WFIP data
impact analysis, and not the HRRR.

6.1. Observations assimilated

The special data that was assimilated into the NOAA models for these experimental simulations included
in the northern study area vector winds and RASS temperatures from 9 WPR sites, vector winds from 5
sodars and 132 tall towers, and scalar wind speeds from 441 turbine nacelle anemometers (Table 6.1).
In the southern study area the assimilated new observations included vector wind profiles from 3 WPR’s
two of which also provided RASS temperature profiles, vector winds from 7 sodars and 51 tall towers,
and for the RAP model, mesonet near-surface vector winds, temperature and humidity, and pressure
from 62 sites. In the NSA the nacelle scalar wind speeds were assimilated using the same technique
used to assimilated satellite scatterometer scalar wind speeds over the ocean. All WFIP observations
were quality controlled as described in Section 2.3 before the data was assimilated using assimilation
parameter settings as described in Section 4.4.

WPR vector | WPR-RASS Sodar vector | Tall tower Nacelle Surface
winds temperatures | winds vector speeds mesonet
winds Vector
winds, Tq, p
Northern 9 9 5 132 441 0
Study Area
Southern 3 2 7 51 0 62
Study Area

Table 6.1 Data types and quantities assimilated in the data denial simulation experiments for both the
Northern and Southern Study Areas.
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6.2. Data denial simulation dates

Because of limitations in computing resources, data denial simulations were run for only a limited subset
of days from the WFIP field campaign. The intent in selecting these days was to get a distribution
through all four seasons of the year, and also to select days that were of meteorological interest to the
private sector partners in both the Northern and Southern Study Areas. Six separate data denial
episodes were chosen, ranging in length from 7 to 12 days, for a total of 55 days (Table 6.2). These
episodes were selected based on the presence of ramp events in the observations and forecasts, the
occurrence of challenges to grid operators from wind power variations, and the availability of the special
WFIP observations (i.e., if possible avoiding periods when instruments were off-line due to icing or other

conditions).

Episode 1 30 Nov —6 Dec 2011 7 days
Episode 2 07 Jan—15 Jan 2012 9 days
Episode 3 14 Apr — 25 Apr 2012 12 days
Episode 4 09 Jun—17 Jun 2012 9 days
Episode 5 16 Sep — 25 Sep 2011 10 days
Episode 6 13 Oct - 20 Oct 2011 8 days

Table 6.2 Dates for six data denial studies.

6.3. Model bias estimation

The different types and numbers of instruments deployed during WFIP allows for a detailed
determination of model bias. This estimate will help inform the direction of future improvements to the
model, highlight potential instrumental problems, and also will be useful in determining the types of
bias-correction methods to be considered for calculating improvements in model skill from assimilating
the observations. Data for the bias analysis will be restricted to the 55 days used for the data denial
simulation, as these days had observations with the highest level of data QC applied. The bias analysis
for the most part is shown only for the data denial control runs from the ESRL RAP model, which did not
assimilate any of the special WFIP observations, largely because the bias does not change dramatically
between the control and experimental simulations. However, to illustrate this point, biases for the
control and experimental simulations are shown for the tall tower observations.

Wind profiling radars

The wind profiler biases as a function of height for each of the 6 separate DD episodes are shown in
Fig.6.1, for all 12 sites, and then separately for the NSA and SSA. The bias in the NSA is almost always
positive (the model speed greater than observed), and follows a distinctive pattern with the largest bias
of about 1.5 ms™ occurring in the lowest levels, then decreasing in the layer between 500-1500m to
about +0.5 ms™. In contrast the bias in the SSA is close to zero in all of the DD episodes except
December. For the NSA the largest biases occur in the cold season months (Jan., Dec., and Oct.). This
suggests that at least part of the bias may be due to residual clutter and RFI, which tend to be worse
during the colder winter months when the atmospheric reflectivity is weaker.
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Figure 6.1. RAP control simulation wind profiler radar biases (model-observation) as a function of height,
for each of the 6 DD episodes, averaged for all 15 forecast hours. The left panel is for all 12 WPR’s, the

middle panel is for the 9 NSA profilers, and the right panel is for the 3 SSA WPR’s.

The WPR bias dependence on forecast hour is shown in Fig. 6.2 for both the NSA and SSA. The biases
here are layer averages from 0-500m, and all 6 DD episodes are averaged together. The bias in the SSA

is slightly negative for hours 00 — 01, turning positive with a value near +0.5 ms™ for hours 04-15. In

contrast, the bias for the NSA starts positive and becomes increasingly positive with each forecast hour.
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Figure 6.2. RAP control bias calculated using the WPR observations, as a function of length of forecast,
averaged for all 6 DD episodes and over the layer 0-500m AGL, for the NSA (orange) and SSA (green).
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To investigate any possible diurnal variation in the bias, we plot the bias as a function of verification
hour (0-23 UTC) in Fig. 6.3, averaging the data into the cold season (Dec., Jan., and Oct.) and warm
season (Apr., Jun., and Sept.) episodes, again averaged over the lowest 500m AGL. For the cold season
the biases at all forecast lengths tend to be fairly uniform across the time of day, while for the warm
season the biases in both the NSA and SSA are reduced during the daytime hours between 16-04 UTC
(11-23 CST). This suggests that the presence of a deep, convective boundary layer reduces the
magnitude of the wind speed bias.
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Figure 6.3. RAP control bias using the wind profiler speed observations, as a function of forecast

verification time (UTC), for all 6 DD experiments, averaged over the layer 0-500m AGL. Individual curves

show forecasts lengths of 0, 3, 6, and 12 hours.

Lastly, we consider the WPR bias as a function of wind speed. The bias is computed for 3 ms™ wind
speed intervals (0-3 ms™, 3-6 ms™, etc. out to 18-21 ms™), again averaged over 0-500m, and averaged
over all 6 DD episodes. The bias is a very strong function of wind speed and follows the same pattern in
the NSA and SSA, changing by 3-4 ms ™ over the range of wind speeds.
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RAP CONT Wind Speed Bias As A Function of Scalar Speed
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Figure 6.4 RAP control bias at forecast hour 00 calculated using the wind profiling radar observations, as
a function of observed wind speed, averaged over the lowest 500m AGL and over all 6 DD episodes, for
the NSA (orange) and SSA (green).

Sodars

The bias analysis is now repeated using the 12 sodars deployed during WFIP. Figure 6.5 displays the
sodar biases as a function of height for each of the 6 separate DD episodes, for all 12 sites, and then
separately for the NSA and SSA. The sodar bias for the NSA averages approximately -0.35 ms™ for the
NSA, and +0.5 ms™ for the SSA. The NSA bias is nearly constant with height, whereas the SSA bias is
small at the lowest level, increases at 80m, then decreases again at 160m. No clear seasonal pattern is
present in either the NSA or SSA.

DE-EE0003080



160

1401

120

Height AGL (meters)

60

400

20

RAP Control Wind Speed Bias As A Function of Height
Averaged Over All Fest Hrs

100+

80

WFIP NOAA Final Report - Page 61

All Sites NSA SSA
160 T T T 160
1 1 Dec
—e—Jan
Apr
140+ R 140+ —a—Jlun
Sep
=—=ct
120f 1 120f
100+ B 100+
801 } \ 1 801
60 B 60
40+ E 40+
. L L L . L L . L
0.2 04 06 0.8 2-(1] 5 -1 -0.5 0 05 28 2 04 0.6 0.8 1

Maodel - Observation (m/s)

Figure 6.5. RAP control simulation biases as a function of height, using the sodars for verification, for

each of the 6 DD episodes, averaged for all 15 forecast hours. The left panel is for all 12 sodars, the
middle panel is for the 5 NSA sodars, and the right panel is for the 7 SSA sodars.

Next, the sodar bias dependence on forecast length is evaluated, using the average 0-200m sodar bias

from the 3 lowest model levels, and averaging all 6 DD episodes together (Fig. 6.6). In both study areas

the bias starts off at hour 00 at its most negative value, and increases with forecast length. The NSA bias

is small and negative for most forecast hours, while the NSA bias is significantly positive, in agreement

with Fig. 6.5.
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Figure 6.6. RAP control bias calculated using the sodar observations, as a function of length of forecast,
averaged for all 6 DD episodes and over the layer 0-200m AGL, for the NSA (orange) and SSA (green).
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The RAP-sodar bias as a function of forecast verification hour is shown in Fig. 6.7. The data are averaged
into the cold season (Dec. Jan. and Oct.) and warm season (Apr., Jun., and Sept.) episodes, and again are
averaged over the lowest 200m AGL.

NSA - Cold Season NSA - Warm Season

o
o

A

'
-

Model - Observation (m/s)
=}
o e
S888

Model - Observation (m/s)
=}
o

-2

00 02 04 06 08 10 12 14 16 18 20 22 15700 02 04 06 08 10 12 14 16 18 20 22
Time of Day Time of Day

SSA - Cold Season

IV

SSA - Warm Season

!
o
(&) o
<)

L L L

Model - Observation (m/s)
Model - Observation (m/s)
(=]

(8]

00 02 04 06 08 10 12 14 16 18 20 22 00 02 04 06 08 10 12 14 16 18 20 22
Time of Day Time of Day
Figure 6.7. RAP control bias using the sodar speed observations, as a function of forecast verification

time (UTC), for all 6 DD experiments, averaged over the layer 0-200m AGL. Individual curves show
forecasts lengths of 0, 3, 6, and 12 hours.

The RAP control bias using the sodar speed observations as a function of the observed speed is shown in
Fig. 6.8 for the NSA and SSA. The bias is remarkably similar in both the NSA and SSA for most speed
bins. Similar to the WPR bias, the sodar bias is a strong function of wind speed, being approximately +1
ms™ for small observed speeds, decreasing nearly linearly to near -2 ms™ for the 15-18 ms™ bin. The
largest wind speed bin has a worse bias in the SSA, but there are few observed values in this speed
range.
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