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SUMMARY 
This report documents the development, demonstration and validation of a mesoscale, 
microstructural evolution model for simulation of zirconium hydride δ-ZrH1.5 
precipitation in the cladding of used nuclear fuels that may occur during long-term 
dry storage. While the Zr-based claddings are manufactured free of any hydrogen, 
they absorb hydrogen during service, in the reactor by a process commonly termed 
‘hydrogen pick-up’. The precipitation and growth of zirconium hydrides during dry 
storage is one of the most likely fuel rod integrity failure mechanisms either by 
embrittlement or delayed hydride cracking of the cladding (Hanson et al., 2011). 
While the phenomenon is well documented and identified as a potential key failure 
mechanism during long-term dry storage (Birk et al., 2012 and NUREG/CR-7116), 
the ability to actually predict the formation of hydrides is poor. The model being 
documented in this work is a computational capability for the prediction of hydride 
formation in different claddings of used nuclear fuels. This work supports the Used 
Fuel Disposition Research and Development Campaign in assessing the structural 
engineering performance of the cladding during and after long-term dry storage. 
In this work, a model to numerically simulate hydride precipitation at the 
microstructural scale, in a wide variety of Zr-based claddings, under dry-storage 
conditions is being developed.  It will be used to aid in the evaluation of the 
mechanical integrity of used fuel rods during dry storage and transportation by 
providing the structural conditions from the microstructural scale to the continuum 
scale to engineering component scale models to predict if the used fuel rods will 
perform without failure under normal and off-normal conditions. The microstructure, 
especially, the hydride structure is thought to be a primary determinant of cladding 
failure, thus this component of UFD’s storage and transportation analysis program is 
critical. 
The model development, application and validation of the model are documented and 
the limitations of the current model are discussed. The model has been shown to 
simulate hydride precipitation in Zircaloy-4 cladding with correct morphology, 
thermodynamics and kinetics.  An unexpected insight obtained from simulations 
hydride formation in Zircaloy-4 is that small (sub-micron) precipitates need to order 
themselves to form the larger hydrides typically described as radially-reoriented 
precipitates.  A limitation of this model is that it does not currently solve the stress 
state that forms dynamically in the precipitate or matrix surrounding the precipitate. 
A method to overcome the limitations is suggested and described in detail.  The 
necessary experiments to provide key materials physics and to validate the model are 
also recommended.  
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Figure 2.4. Grain growth curves for (a) single-phase and (b) two-phase systems. The single-phase systems have 
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Figure 2.5. Snapshots of the (a) grain structure, (b) phase structure and (c) composition at various times for the 
two-component, two-phase system. The snapshots show grain and phase coarsening that tracks with 
the composition map, with each of the phases having compositions near the equilibrium values. α-
phase grains, phase membership, and composition range are indicated by shades of blue; β-phase by 
shades of red. 2-18	
  

Figure 2.6. Snapshot of the phase and composition through the microstructure at a given position as indicated 
by the inset. The composition gradients track the phase boundaries quite well, with the individual 
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Figure 2.7.Two-phase system illustrating the diffusion of species from high curvature regions to low curvature 
regions according to the Gibbs-Thomson equation. The higher solubility of the A-component (shown 
in red) in the β phase (shown in blue) at surfaces of high positive curvature will drive diffusion of A 
to regions of high negative curvature, where the B-component on the other side is in a region of high 
positive curvature and is diffusing away. The diffusion kinetics limit the rate of microstructural 
coarsening. 2-20	
  

Figure 2.8. Snapshots of the (a) grain structure, (b) phase structure and (c) composition at various times for 
nucleation and phase transformations in the model two-component, two-phase system. The initial 
conditions involve a single phase at a compositions far from equilibrium. Nucleation is then 
prescribed at a given rate that results in the nucleation of the second phase which grows and 
consumes the majority of the system. α-phase grains, phase membership, and composition range are 
indicated by shades of blue; β-phase by shades of red. 2-23	
  

Figure 3.1. Estimated cladding temperature after drying during dry-storage (Hansen, 2012). 3-2	
  

Figure 3.2. A wide range of grain sizes and shapes are obtained depending on the hot-rolling temperature and 
strain rate used to form Zircaloy-2 claddings (Chakravartty et al., 2010). 3-3	
  

Figure 3.3. SEM of fatigued Zircaloy-4 (Lin & Haicheng, 1998). 3-5	
  

Figure 3.4. Electron backscatter diffraction (EBSD) image showing a typical grain structure of Zircaloy-4 (Qin 
et al., 2011). 3-5	
  

Figure 3.5. Texture of a hot-rolled and annealed Zry-4 plate represented by experimental basal {0002} and 
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and normal direction (ND) indicated (Wang et al., 2013). 3-6	
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Figure 3.6. Synthetically generated microstructure for Zircaloy-4 using (a) standard Potts model and (b) 
Dream3D. RD, ND and TD are the rolling direction, normal direction and transverse direction. 3-9	
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Figure 3.8. Phase diagram for Zr–H Binary System. 3-12	
  

Figure 3.9. An early Zr-H phase diagram proposed by Beck (Beck, 1962). 3-12	
  

Figure 3.10. Hexagonal (hcp) Zr structure (different views): (a) in the direction perpendicular to the (0001) 
axes; (b) in the direction of the (0001) axes. Zr atoms are shown in cyan color; octahedral 
interstitials are indicated by arrows. 3-13	
  

Figure 3.11a & b. HCP Zr with a dissolved hydrogen in the (a) octahedral site or (b) forming a metastable Zr-H-
Zr bond (Glazoff, 2013). 3-14	
  

Figure 3.12a-c. The compounds (a) γ−ZrH, (b) δ−ZrH1.5 and (c) ε−ZrH2 are orthorbombic, cubic and tetragonal 
respectively. Teal colored spheres represent Zr and while H atoms (Glazoff, 2013). 3-14	
  

Figure 3.13. The Gibbs free energy of the several phases in the Zr H system as a function of the hydrogen mole 
fraction at 800 K. The light blue curve, labeled 3, and the dark blue curve, labeled 4, are the free 
energies of the phases of interest, namely α−Zr and δ−ZrH1.5, respectively. 3-15	
  

Figure 3.14. Portion of the Zr-H phase diagram showing a detailed view at the Zr-rich region. 3-15	
  

Figure 3.15. Free-energy curves for the Zr-H system at 300°C. 3-16	
  

Figure 3.16. ZrH precipitates in zircaloy cladding have a characteristic morphology. They align themselves to 
form platelets in the radial direction of the cylindrical clad. 3-17	
  

Figure 3.17. The ZrH precipitates have oriented themselves in the axial direction due to the hoop stresses 
present in the clad. 3-18	
  

Figure 3.18. A schematic diagram showing the orientation of δ-ZrH1.5 precipitates with respect to the α-Zr 
matrix grain (IUCR, 2014; Li et al., 1999). 3-21	
  

Figure 3.19. Preferential precipitation of hydrides on grain boundaries shown in SEM (left) and schematically 
(right) (Ells, 1968). 3-22	
  

Figure 3.20. ZrH1.6 precipitates with needle-like morphology align to form a larger plate (Perovic et al., 1983).3-
22	
  

Figure 3.21. Growth of hydride precipitates in a single crystal of α-Zr. The same set of precipitates is shown 
from two different directions. As one can see the precipitates are needle-like in shape and have three 
different orientations in the same plane. 3-26	
  

Figure 3.22. Starting microstructure for the hydride precipitation simulations. 3-27	
  

Figure 3.23. All in the precipitates in the polycrystalline are imaged and shown from two different angles. 3-27	
  

Figure 3.24. The same simulation was run with an uni-axial, constant stress applied. 3-28	
  

Figure 3.25. Precipitation size distribution in a polycrystalline Zr-matrix with randomly oriented grains for the 
case of no applied stress and application of a constant, uni-axial stress. The same data are shown on 
a log- and normal-plots. The log plot shows the data more clearly for larger needle sizes and the 
linear plot shows the data more clearly for the smaller shorter needles. 3-29	
  

Figure 3.26. Input microstructure with basal orientation stochastically assigned using Equation 3-1 for small 
simulations with seven grains. The grains are elongated in the X-direction, which is also the rolling 
direction for the purposes of this illustration. 3-30	
  

Figure 3.27a, b, and c. Nucleation and growth of δ-ZrH1.5 precipitates at time = 3, 27 and 520 Monte Carlo 
Steps (MCS). Nucleation sites are at predominantly at grain boundaries, which is very clearly 
illustrated in d, e and f. where the same precipitates seen in a, b and c are imaged, but now looking 
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down the rolling direction. The inset between c and f is provided to show the grain boundaries at the 
surface of the sample and is the same microstructure shown in Figure 3.26. 3-31	
  

Figure 3.28. The distribution of hydrogen on the surfaces of the microstructure. Unlike, the precipitates only the 
hydrogen content on the surfaces can be imaged. Hydrogen concentrations are highest in the 
δ−ZrH1.5 precipitates and the matrix is depleted. 3-32	
  

Figure 3.29. A slice through the microstructure shown in Figure 3.27 and Figure 3.28. (a) the grain structure 
shown in blue with red precipitates and (b) the composition corresponding to this slice. The red in 
(b) are regions of high hydrogen content as shown in the scale to the right, which is where the 
precipitates are located. 3-33	
  

Figure 3.30. Nucleation of precipitation in this simulation occurs with equal probability in any location. 
Precipitates at time = 5 and 330 MCS are shown here. The subsequent growth is controlled by 
diffusion. 3-34	
  

Figure 3.31. The distribution of hydrogen in the microstructure for the simulation results shown in Figure 3.30.
 3-34	
  

Figure 3.32. A comparison of total precipitate formation for the two cases where nucleation occurs randomly 
with uniform probability anywhere in the grains and nucleation occurs preferentially at the grain 
boundaries. 3-35	
  

Figure 4.1: Schematic of the aqueous charging procedure used to drive hydrogen into the Zr-alloy at 900C and 
current density of 100 mA/cm2. 4-2	
  

Figure 4.2: Hydride thicknesses as a function of hydrogen charging time measured by ERD on Zircaloy-2, 
Zircaloy -4 and ZirloTM. 4-2	
  

Figure 4.3: Hydride thicknesses as a function of hydrogen charging time measured for Zircaloy-2. 4-3	
  

Figure 4.4: TEM micrographs showing hydride layer formation in Zircaloy-2 at 100, 300 and 1000 s of 
hydrogen charging. 4-4	
  

Figure 4.5: The initial microstructure used for the simulation of hydrogen charging of Zr-alloys with hydrogen 
source at the bottom. The arrows show the direction that is perpendicular to the basal plane. 4-5	
  

Figure 4.6: The numerical data obtained from ThermoCalc used for determining free energies and chemical 
potentials. 4-6	
  

Figure 4.7: Hydrogenation of α−Zr by an infinite source of H at the bottom surface of the microstructure. (a) 
and (b) are at time t = 10 MCS and (c) and (d) are t = 100 MCS. (a) and (c) show the precipitates 
nucleating and growing from the bottom surface with the coloring at the top indicating the H 
concentration in α-Zr grains and (b) and (d) show the H concentration in the entire microstructure, 
both in the δ-ZrH1.5 precipitates and α-Zr grains. 4-8	
  

Figure 4.8: Average precipitate thickness as a function of diffusion time plotted on log scales. The diffusion 
exponent of 1.93, almost 2, indicates diffusion-controlled kinetics. 4-9	
  

Figure 4.9: Summary of diffusion coefficients in Zircaloy-2 and Zircaloy-4 measured experimentally by many 
and summarize by Kearns (Kearns, 1972). 4-10	
  

Figure 4.10: Hydrogen charging of the α−Zr by an infinite source of H at the bottom surface of the 
microstructure with differential diffusion in the δ-ZrH1.5 phase. (a) and (b) are at time t = 10 MCS 
and (c) and (d) are t = 100 MCS. (a) and (c) show the precipitates nucleating and growing from the 
bottom surface with the coloring at the top indicating the H concentration in α-Zr grains and (b) and 
(d) show the H concentration in the entire microstructure, both in the δ-ZrH1.5 precipitates and α-Zr 
grains. 4-12	
  

Figure 4.11: Average precipitate thickness as a function of diffusion time plotted on log scales for the uniform 
diffusion and differential diffusion in the δ-ZrH1.5 precipitate. 4-13	
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Figure 4.12: Optical images showing δ-ZrH1.5 precipitates in (a) Zircaloy-2 and (b) Zircaloy-4 with H content of 
600 ppm wt. (Colas et al., 2010). 4-16	
  

Figure 4.13: A schematic diagram showing the transverse, normal and rolling directions in a cladding. The 
preferred orientation of the basal pole is in the normal direction with the basal plane aligning 
preferentially in the rolling direction. The orientation of circumferentially and radially oriented 
precipitates is also shown in the expanded view of the square. 4-17	
  

Figure 4.14: Optical micrographs showing precipitate orientation in Zircaloy-4 with and without applied stress. 
The arrows indicate applied uniaxial stress of 85 MPa (Colas et al., 2010). 4-18	
  

Figure 4.15: Digitally generated Zircaloy-4 microstructure with the rolling, normal and transverse directions 
indicated. See Figure 4.13 for definitions of the three directions. The size of this volume is 100 x 
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Figure 4.16: A small portion (10 x 10 x 10 µm shown by the inset at the top right) of the simulation is imaged as 
imaging the total microstructure would be overwhelming amount of data at time t = 20 MCS in (a) 
and (b) and t = 100 MCS in (b) and (d). All the precipitates in that volume are shown in (a) and (c) 
with each color corresponding to a precipitate. The compositions corresponding to that image at the 
surface of the volume is shown in (b) and (d) with the red areas are high in hydrogen and are the 
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Figure 4.17: Reorientation of precipitates in the volume shown in (a) when stress is applied along the (b) 
circumferential direction and (c) the radial direction. 4-23	
  

Figure 4.18: Reorientation of precipitates in a thin slice over the entire simulation area with (a) no stress is 
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Figure 4.19: Frequency plot of precipitate oriented in that direction for Zircaloy-4 with (a) randomly oriented 
grains and no texture and (b) with strong texture with the basal plane aligned in the rolling direction.
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Figure 4.20: A feature such as that shown in the blue box on the optical micrograph was thought to be formed 
by precipitates rotating and aligning themselves as shown to the left in dark blue. Our simulations, 
however, are suggesting that this is not possible and stacking of the precipitates as shown to the right 
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(B) 1.5×1025 n/m2. (Bottom) c-type dislocation in annealed Zircaloy-4 at 287oC: (C) 8.5×1025 n/m2, 
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loops and interstitial prismatic loops formed in the HCP α-phase of pure Zr and Zr alloys. 5-10	
  

Figure 5.2: Left: Irradiation growth in annealed iodine and zone-refined zirconium single crystals at 2800C 
(Carpenter et al., 1981; Rogerson, 1988). Right: Comparison of growth behavior of cold-worked 
zirconium and Zircaloy-2 (Zee et al., 1987). 5-11	
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1. INTRODUCTION 
The US’s current used fuel management policy may require ensuring the containment of 
radioactive materials during storage and subsequent transport for an indeterminately long period.  
Dry-storage is currently the only available option for long-term sequestration of used nuclear 
fuels.  Until a permanent sequestration or disposition solution is found, used fuel must be stored 
for an indeterminately long time.  One of the barriers available for fuel confinement is the Zr-
based cladding.  Ensuring the structural integrity of the cladding is a key component in 
developing the technical basis for long-term dry-storage.  The precipitation and growth of 
zirconium hydrides during dry-storage is one of the potential fuel rod integrity failure 
mechanisms by either embrittlement or delayed hydride cracking of the cladding (Hanson et al, 
2011).  While the phenomenon is well documented and identified as a potential failure 
mechanism during long-term dry-storage (Birk et al., 2012; NUREG CR-7116; 2011) the ability 
to actually predict the formation of hydrides is poor. The model, described and demonstrated in 
this document, is being developed as a tool to predict hydride formation during long-term dry 
storage.  
The formation of hydride precipitates in Zr-based claddings is a well-known and well-
documented phenomenon.  The zircaloy cladding oxidizes while in the reactor as 

Zr + 2H2O à ZrO2 + 2H2 
This reaction produces a surface oxide layer and H2 gas.  Some portion, estimated to be 5 to 
20%, of the hydrogen gas released by this reaction is absorbed by the clad and diffuses into the 
clad.  The absorption process is typically called hydrogen uptake.  Depending on the alloy 
composition, temperature and amount of H absorbed, the H can stay dissolved in the cladding or 
it can precipitate forming zirconium hydride precipitates when the solubility limit is exceeded.    

The morphology of the ZrH1.5 precipitates that form during service in reactor is characterized by 
platelets aligned in the circumferential direction of the cladding. The hydride is thought to 
precipitate at defects and grain boundaries that are preferentially aligned along the 
circumferential direction of the clad.  Furthermore, they form preferentially near the outer 
surface of the cladding where the temperature is lower and solubility of the hydrogen in the α-Zr 
matrix is also lower. The circumferentially oriented hydrides form in reactor when the internal 
stress applied by the internal gas pressurization and swelling fuel is countered by the coolant 
pressure resulting in low or no tensile hoop stress. When the used fuel rods have completed their 
service life, they are stored in cooling pools for some years.  When the storage pool approaches 
capacity, the assemblies are transferred to dry storage casks where they go through a drying 
operation either through vacuum drying or forced helium backfill.  During the drying stage, due 
to the temperature increase, the hydride that has precipitated during pool cooling partially 
redissolves into the cladding depending on highest temperature achieved during drying.  Upon 
cooling and subsequent dry-storage, the ZrH1.5 reprecipitates, but this time the precipitates are 
reoriented along the radial direction.  The alignment is due to the stress state of the cladding.  
With the coolant no longer applying a compressive stress, the swelled fuel pellets cause a tensile 
hoop stress in the cladding.  The ZrH1.5 precipitates form perpendicular to this hoop stress.  This 
orientation is undesirable as the oriented precipitates act as stress concentrators and may lead to 
fracture and or rupture of the cladding during long-term storage. 
This document demonstrates a basic hydride precipitation model that is built on a recently 
developed hybrid Potts-phase field model that combines elements of Potts-Monte Carlo and the 
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phase-field models (Homer et al., 2013; Tikare and Schultz, 2012). The model capabilities are 
demonstrated along with the incorporation of the starting microstructure, thermodynamics of the 
Zr-H system and the hydride formation mechanism. An application of the model on the Zircaloy-
4 microstructure, and the next steps in model development to complete the model and acquire 
full prediction capability are summarized as follows:  

• A realistic microstructure was generated for the Zircaloy-4 with both geometric and 
crystallographic texture. Based on findings in the literature, the capability of 
generating a rolled microstructure with elongated grains matching the aspect ratio of 
published data was demonstrated. Furthermore, the crystallographic grain orientations 
were assigned based on texture data also found in the published literature. 

• The free energies of the two pertinent phases, α-Zr and δ−ΖrΗ1.5 were calculated and 
incorporated into the hydride model. CALPHAD-type thermodynamics calculations 
were used to generate free-energy data for the Zr-H system with four phases, the 
matrix α-Zr and the three hydride phases γ−ZrH, δ−ΖrΗ1.5, and ε−ZrH2. The free 

energies of the two pertinent phases, α-Zr and δ−ΖrΗ1.6
∗ were fitted to generate 

smooth free-energy curves and incorporated into the hydride model. Furthermore, the 
chemical potentials that drive the compositional and phase changes were upgraded in 
the model to simulate more complex materials with more components and more 
phases, as necessary, for future simulations. 

• The hybrid Potts-phase field model was modified to include crystallographic texture 
so that hydride precipitate nucleation and growth would occur along the long axis of 
the precipitate in the basal plane of the underlying HCP α-Zr grain.  

• The model can distribute nucleation sites in the microstructure to match known 
nucleation behavior. Nucleation is thought to occur at defects such as dislocation 
loops and near grain boundaries. These capabilities are demonstrated in the model by 
treating the case of nuclei distributed randomly with uniform probability of occurring 
anywhere in the grains and preferentially occurring near grain boundaries. 

• Hydride precipitate growth is simulated in a stress-free cladding and one with a 
constant, uniaxial stress applied to shown that the hybrid model is capable of 
incorporating local micro-mechanical stress state. The local stress state is due to the 
pressure applied by the internal gas pressure and fuel swelling, and in response to the 
dilatation accompanying precipitate growth; this is an important parameter for correct 
simulation and more rigorous model with evolving micromechanics will be developed 
in the near future. 

• This model has been verified and validated for simulating microstructural evolution 
coupled to compositional changes, including grain growth, phase transformation, 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

	
  

∗ The δ−ΖrΗ1.5 precipitate has a FCC crystal structure with its minimum free-energy 
composition corresponding to a stoichiometry of 2:3.  However, when forming in the α-
Zr matrix its stoichiometry increases as the equilibrium composition of δ-phase shifts to 
higher stoichiometry, such as ΖrΗ1.6 or higher.  In this document, the ZrH1.5	
  
stoichiometric composition will be used to identify the δ phase. 
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nucleation and growth of second phase, and Fickian diffusion. Furthermore, the 
development and adaptation made for simulating hydride precipitation have been 
verified to correctly simulate the materials processes claimed in this work.  

• In addition to verification, two validation exercises were performed. The first exercise 
was the simulation of experiments performed by Clark et al., (2013) on hydride 
formation as a surface layer during hydrogen charging of Zr-alloys; and the second 
was the simulation of δ-ZrH1.5 precipitate formation and reorientation with and 
without applied stress from a hydrogen-supersaturated Zircaloy-4. The first validation 
exercise was successful and even provided some insight into surface layer diffusion 
behavior. In the second exercise, the simulation of precipitation under no applied 
stress was in agreement with experimental results. The precipitates form in the basal 
plane of the HCP α-Zr matrix with alignment primarily in the circumferential 
direction, as the basal planes are primarily oriented in this direction. [Reorientation of 
the precipitates under applied stress, however, was not observed. Detailed 
examination of the simulation results shows that the individual precipitates could not 
rotate as they were confined to form in the basal planes of different grains.] Since 
very few grains had basal planes that were nominally aligned in the radial direction, 
precipitates also could not align in this direction. Thus, reorientation was not possible 
in textured Zircaloy-4. This was confirmed by simulating the same microstructure, 
but with no crystallographic texture. In this simulation, reorientation of precipitates 
was observed. This discrepancy in the reorientation behavior between the 
experiments and simulations was considered and the origin of the reorientation 
behavior is thought to be due to the elastic stress field that develops in and around 
precipitates. The stress field is thought to influence the nucleation of precipitates so 
that they order themselves to align in different configurations. [When no or low stress 
is applied, the elastic stress field around the precipitates orders nucleation and 
elastically stabilizes the size of the precipitates.] Under large tensile hoop stresses, the 
nuclei align themselves by stacking, so that the long edges of the precipitates align on 
top of each other to give features that look like reoriented precipitates. Based on the 
discrepancy observed regarding the reorientation behavior the following is proposed: 

• Add the elastic stress field around precipitates to the model so that its physics and 
influence on microstructural evolution can be simulated. The methodology that will 
be used is the Eshelby solution to determine the stress state in and around 
precipitates. The strain energy density will be incorporated into the equation of state 
of the hybrid model and used to study the ordering of precipitates under various 
applied stress conditions. 

• Incorporate the morphological feature of the hydride precipitates ordering into the 
hybrid model.  The hybrid model will be used to directly simulate the morphologies 
and alignment of precipitates under various texture and stress conditions observed in 
the different claddings. These morphologies obtained from the hybrid model will 
provide constitutive equations to a rate-theory model that will be performed on a 
digital microstructure to predict precipitation and reorientation given the local 
conditions such as temperature, composition, microstructural features such as grain 
boundaries and other characteristics such as radiation defect densities. This model 
will solve evolution equations as the rate of known kinetic processes given the local 
conditions in such a microstructure instead of by direct numerical simulation of all 
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the kinetic processes that are active. Thus, using a two-stage model, the full 
precipitation prediction model will be completed. 

Almost all simulation presented are simulated using software built on the platform SPPARKS 
(Plimpton et al, 2009), a Sandia code designed for particle-based kinetic Monte Carlo 
simulations. This code is written in standard C++ and can run on virtually any UNIX machine 
with parallel or serial computing capability. The code for the hydride simulations is built within 
the SPPARKS framework.  
 

Hanson, B., H. Alsaed, C. Stockman, D. Enos, R. Meyer, and K. Sorenson (2011). Gap Analysis 
to Support Extended Storage of Used Nuclear Fuel, FCRD-USED-2011 000136, PNNL-20509. 

Birk, S., B. Hanson, S. Marschman, B. Sindelar, K. Sorenson, and J. Wagner (2012). Used 
Nuclear Fuel Storage and Transportation Research, Development and Demonstration Plan, 
FCRD-FCT-2012-000053. 
NUREG / CR-7116, (2011). Materials Aging Issues and Aging Management for Extended 
Storage and Transportation of Spent Nuclear Fuel. 
Homer, E.R, V. Tikare, and E. A. Holm (2013). Hybrid Potts-Phase Field Model for Coupled 
Microstructural-Compositional Evolution, Comp. Mater. Sci. 69: 414–423. 
Tikare, V., and P. A. Schultz (2012). Verification and Validation of the Hybrid Potts-Phase Field 
Model for Coupled Microstructural-Compositional Evolution, FCT NEAMS VVUQ Report 
M3MS-12SN060602 
 	
  



Documentation	
  of	
  Hybrid	
  Hydride	
  Model	
  for	
  Incorporation	
  into	
  Moose-­‐Bison	
  and	
  Validation	
  Strategy	
  
August	
  15,	
  2014	
  

2-­‐5	
  
	
  

2. HYBRID POTTS-PHASE FIELD MODEL DESCRIPTION, 
VERIFICATION, AND VALIDATION 

The hybrid Potts-phase field model was developed to treat processes that evolve by 
coupled microstructural and compositional evolution and was chosen to be the basis for 
simulation of ZrH1.5 precipitation in Zr-based claddings. This model is ideally suited to 
treat this complex process on a sufficiently large scale that it could inform engineering, 
fuel rod-scale simulations. It has the advantage of combining the efficiency of the Potts 
model with the detailed compositional gradients that are easily handled by the phase field 
model to give an integrated capability efficiently. Microstructural evolution and phase 
transitions in alloyed materials cannot be decoupled from the compositional evolution 
within the same material. This is especially true for the evolution of multi-phase materials 
or for phase transformations in materials that are limited by diffusion kinetics such as the 
precipitation of δ−ZrH1.5 in Zr-based claddings. This coupling results from the fact that 
the local microstructure, which is often expressed only in terms of grains, grain 
boundaries, orientations, etc., is actually defined in part by the local composition. 
Furthermore, these microstructural and compositional fields are strongly influenced by a 
number of thermal and thermo-mechanical environments that induce driving forces for 
their evolution (Humphreys & Hatherly, 2004; Janssens et al., 2007).  

Since these microstructural and compositional fields are so strongly influenced by 
thermal and thermo-mechanical operations and thereby govern the resulting behavior, 
any advances in the ability to properly correlate, characterize and predict the coupled 
evolution of these fields can yield results of no small consequence. Advancements of this 
type would allow for dramatic improvements in materials engineering and enhanced 
materials performance. Materials models could be used to simulate the entire life of a 
material in order to identify problems before the material was put into operation. 
Accurate simulation of material behavior could have significant implications for any 
number of fields including materials processing, nuclear fuels processing and 
performance, etc.; essentially, any thermal or thermo-mechanical operation that results in 
microstructural and compositional evolution (Allison et al., 2006; Allison, 2011).  
Mesoscale models for simulation of microstructural evolution are highly developed. The 
two most popular and widely used ones are the phase field and the Potts models. They 
have been extensively applied to many materials processes. These models are sufficiently 
advanced that current trend in development of capabilities is to simulate multiple, 
coupled materials physics that drive microstructural evolution. One method of doing this 
is to have hybrid models. An early hybrid combined the Potts model with a cellular 
automaton model to simulate recrystallization (Rollett et al., 1992). Another introduced 
an annihilation step into the Potts model to simulate densification during sintering (Tikare 
et al., 2010). Coupling of the finite-element method (FEM) with particles and phase-field 
has also been done (Tonks et al., 2012). However, even with this level of sophistication, 
microstructure and composition are frequently treated independently, or when coupled 
the resulting model provides significant detail but is not efficient in handling large 
microstructural networks (Janssens et al., 2007; Holm & Battaile, 2001; Emmerich, 2003, 
Du et al., 2011).  
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The hybrid Potts-phase field model combines elements of the Potts Monte Carlo and 
phase field models. The equation of state describing the thermodynamics of the system is 
a combination of the typical equations of state used by each of the models, phase field 
and Potts. The advantage of such a hybrid compared to existing models is that it enables 
simulation of complex coupled-physics efficiently and effectively. In what follows, we 
detail the modeling framework and the nature of the coupling between the composition 
and microstructure. The framework and solution techniques are then validated against a 
number of common metrics. Finally, the model is applied to simulate phase 
transformations through the process of nucleation and growth of δ-ZrH1.5 precipitates in 
α-Zr matrix. The thermodynamic driving forces for the precipitate growth were obtained 
rigorously from Thermo-Calc calculations, the kinetics of precipitate growth were 
controlled by diffusion of hydrogen in the α-Zr matrix, the crystallographic alignment 
and shape of the precipitates were incorporated and the underlying microstructure of α-Zr 
with realistic shape and crystallographic texture was used as the starting microstructure 
for simulations. 
The hybrid model developed here represents an integration of the Potts Monte Carlo 
model and the phase field model. In the following sections, the two models are 
introduced, and their normal applications, their advantages and disadvantages are 
discussed. Following these introductions, the hybrid model and the manner in which it 
combines the two component models to provide an efficient framework for simulating 
coupled microstructural-compositional evolution is described. Finally, the verification 
and validation (V&V) methodology and results are reviewed in detail. 

2.1 Potts Model 
The Potts model is a statistical mechanical model that utilizes Monte Carlo methods to 
evolve an ensemble of discrete particles defined on a lattice. This ensemble of particles 
represents the material microstructure. Each particle at each lattice site, identified by i, 
can assume a spin, q, that represents a given feature of the microstructure, such as 
membership in a grain or phase. Then, the total energy of the system is given by 
summing the bulk energy, Ev, of each particle at each lattice site, i, and the interfacial 
energy, J, between neighboring sites, j. This total energy is given as 

       Eq. 2-1 

where N represents the total number of sites, and the interfacial energy for each site is 
determined by summing the function J, defined as  

        Eq. 2-2 

over all n neighbor sites of site i. A rejection Monte Carlo algorithm is then used to 
systematically attempt spin changes, or microstructure evolution, according to Boltzmann 
statistics. Specifically, the probability for the site changes is given as 

EP = Ev (qi )+ J(qi,qj )
j=1

n

∑
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      Eq. 2-3 

for a change in energy, ΔE, resulting from an attempted spin change. In this manner, the 
ensemble of particles evolves in such a way as to lower its overall energy, transforming 
the microstructure in the process. The details of the Potts Model are given in more detail 
in Janssens et al. (2007), Holm & Battaile (2001) and Wu (1982). The Potts model has 
been successfully employed to study grain growth (Anderson et al., 1984), grain growth 
with the effects of misorientation distributions and anisotropy (Holm et al., 1991, 2001), 
abnormal grain growth (Grest et al., 1990), recrystallization (Holm et al., 2003), Zener 
pinning (Miodownik et al., 1999, 2000), Ostwald ripening (Tikare & Cawley, 1998a, 
1998b), and sintering (Hassold et al., 1990; Tikare et al., 2003, 2010; Braginsky et al., 
2005). The versatile framework of the Potts model provides the ability to study any 
number of microstructure evolution characteristics in a statistically representative 
manner. 

2.2 Phase Field Model 
The phase field model is a continuum thermodynamic method that employs continuum 
state variables to represent the state of a microstructure in the simulation space. These 
continuum variables are digitized at discrete points on a lattice. Similar to the Potts 
model, the energy for the phase field model is obtained by integrating the bulk free 
energy, fo, and the interfacial energy, , over the entire sample. This is given as 

      Eq. 2-4 

where the summation is over the Q phase fields and fo is a bulk free energy function of all 
Q phase fields. Thus, materials processes that are driven by a combination of bulk and/or 
interfacial free energy minimization can be captured by this model. The evolution of the 
state (continuum) variables is simulated by kinetic equations, namely the Cahn-Hilliard 
for conserved quantities and the Ginzburg-Landau equation for non-conserved quantities. 
Both are dependent on a free energy functional that represents the thermodynamics of the 
materials system under consideration using a set of state variables characterized by the 
materials state. A key feature of the phase field model is that the interfaces are diffuse. 
The gradient term for each of the phase fields ∇ηq defines the interfacial energy as given 
in Equation 2-4. As such, a finite gradient results in a diffuse interface, whereas a sharp 
interface would result in an infinitely large interfacial energy. The phase field model is 
covered in more depth in Refs. Janssens et al, 2007; Emmerich, 2003; Chen, 2002; 
Steinbach, 2009). As suggested by its name, the phase field model is typically used to 
study phase interfaces and has proven quite useful in researching solidification fronts 
(such as dendritic growth) (Boettinger et al., 2002; Asta et al., 2009), multi-phase 
microstructure evolution (Nestler & Wheeler, 2000), grain growth (Rollett et al., 2002), 
phase field crystal modeling for ordering and dislocation structures, etc. (Wu et al., 2010; 
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Olmsted et al., 2011). The phase field method is also quite versatile and the continuum 
variables provide the ability to study smooth, finite-width interfaces. 

2.3 Comparison of Potts and Phase Field Models 
Both the Potts model and the phase field model have proven to be extremely useful in 
investigating the behavior of materials in many different cases, as discussed above. Yet, 
our desire is to model the simultaneous evolution of both microstructure and composition 
and neither of these modeling techniques is well suited to the task. In the Potts model, 
this limitation is due to the fact that all microstructure representations must be given by 
discrete integer values in order to fit into the Potts model. Thus, the ability to study 
composition evolution does not readily fit into the Potts model, yet these discrete integer 
values make it very efficient for statistical sampling of microstructures. In contrast, the 
phase field model is a continuum thermodynamic model, so it can analyze continuous 
fields such as composition easily, but it is inefficient for sampling large statistical 
microstructures because each grain requires an individual phase field that must be solved. 
Furthermore, phase field models can suffer from numerical instabilities, requiring small 
iterative steps to find solutions to the phase fields. Finally, phase field models require the 
derivation of a thermodynamic function for the system to be studied, and this derivation 
is not always a straightforward task. 

2.4 Hybrid Potts-Phase Field Model 
As indicated by its name, the hybrid Potts-phase field model marries the Potts and phase 
field models. It is demonstrated in this work by treating a coupled microstructure and 
composition evolution problem. The microstructure and composition are represented by 
an ensemble of particles in a continuum composition field. The particle ensemble 
populates a square grid and represents membership in a particular microstructural feature. 
Overlaying this same grid is the composition field with digitized values at the same grid 
points. Thus each site is defined by three variables: spin (integer value) that defines the 
microstructure, phase (integer value), and local composition (a real-valued number). 
Since we are considering a two-phase system, the spins are divided into two sets, one that 
identifies it as a grain of the α−phase and the other the β−phase. 
In this hybrid Potts-phase field modeling framework, the overall free energy is again 
given by the sum of the volumetric free energy and the interfacial free energy as 

    Eq. 2-5 

The volumetric energy term, Ev, is now a function of both the particle state and the 
composition at its location. The particular function used in this work will be described 
shortly. This explicit coupling between the microstructural and compositional fields in Ev 
will force the different features of the microstructure and composition fields to evolve in 
conjunction with one another. The interfacial energy due to grain boundaries is given by 
the neighbor interaction energy J, as described in Equation 2-2, and an interface energy 

Ehybrid = Ev (qi,Ci )+ J(qi,qj )
j=1
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due to composition gradients is given by the term, similar to the  
term contained in Equation 2-4. 
For the purposes of this work, we define a bulk free energy function for a model two-
phase, two-component system as  

  Eq. 2-6 

In this equation, λ, C1, C2, C3, C4, and a are all phenomenological constants that are used 
to fit the desired phases and phase equilibria characteristics. C is the composition that is 
to be evolved and qα and qβ are phase identifiers that are valued at 1 or 0 depending on 
the phase of a given site, either α or β. Based on this two-phase, two-component energy 
functional, each site will have a given bulk free energy that is dependent on the local site 
composition and the site phase.  

The evolution of the microstructure and composition in the hybrid model is treated by 
iteratively evolving the microstructure and then the composition. This iterative approach 
is the same as that used in phase field models; each order parameter is evolved 
individually using the same energy functional for coupling them. In the hybrid model, the 
microstructure is evolved exactly as described in Section 3.1; however, the energy is 
calculated using Equation 2-5 instead of Equation 2-1. The composition is evolved with 
the Cahn-Hilliard equation  

       Eq. 2-7 

where Ev is the bulk free energy of the site, given by Equation 2-6 and Mc and κc are 
related to the diffusion coefficient and interfacial energy, respectively. 

This hybrid Potts-phase field model is well suited to handle the coupled microstructure-
composition evolution because Potts models can treat large microstructures efficiently 
while the phase field method provides the level of detail required to track composition. 
Additionally, the bulk free energy function, Ev, can be defined in any number of ways to 
capture different microstructural and compositional features. 

The spatial, energy and time scaling in the hybrid model warrants some attention. The 
Potts model, an inherently non-dimensional model (Raabe, 2000), requires the definition 
of units in length, energy and time to match thermodynamic and kinetic quantities of real 
materials. The phase-field model, a continuum thermodynamic approach, directly solves 
kinetic equations with real materials parameters for length, time and energy. This hybrid 
model requires that the units of time, energy and length be treated consistently to 
simulate those of real materials correctly. To achieve this consistency, we non-
dimensionalize units for the continuum field quantities and normalize the remainder to 
match.  
The standard methods for obtaining non-dimensional units in the phase-field model are 
used here. Non-dimensional length 𝑙 is normalized by the quantity l defined as 

κC ∇Ci( )2

€ 
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𝒍 = 𝜿𝒄
𝒌𝑩𝑻

         Eq. 2-8 

where κc is the composition gradient energy term in Equation 2-8 with units of (length2 * 
energy) thus giving l units of length. Non-dimensional time, 𝑡 is obtained by normalizing 
time by the quantity τ 

𝝉 = 𝒍𝟐

𝑫
= 𝒍𝟐

𝑴𝒄𝒌𝑩𝑻
         Eq. 2-9 

where Mc is the mobility in Equation 2-9 with units of length2/(energy *time) giving τ 
units of time. Non-dimensional energy is obtained by simply normalizing by kBT. The 
corresponding quantities in the discrete portion of the hybrid and then normalized by 
these same units. The pixel length, d, is normalized by l, time in Monte Carlo steps 
(MCS) by τ, and energy by kBT. We reexamine the energy and kinetic equations given in 
these non-dimensionalized units. The energy is given in Equation 2-5 becomes 
𝐸!!"#$% = 𝐸!!"#$%/𝑘!𝑇 where each component in Ev, J and 𝜅(∇𝐶)2, are all normalized 
by kBT. The kinetic equation for microstructural evolution (Equation 2-3) becomes 

𝐏 = 𝐞𝐱𝐩  (∆𝑬) for  ∆𝑬 > 𝟎  
𝟏 for  ∆𝑬 ≤ 𝟎

       Eq. 2-10 

where ∆𝐸 is the non-dimensionalized change in energy, or ∆𝐸/𝑘!𝑇. The kinetic equation 
for the composition evolution Equation 2-7 becomes 

𝝏𝑪
𝝏𝒕
= 𝑴𝒄 𝛁𝟐 𝝏𝑬

𝝏𝑪
+ 𝜿𝛁𝟒𝑪         Eq. 2-11 

where ∇ signifies a gradient over the normalized length and the non-dimensionalized 
mobility and gradient energy term, given as 𝑀 and 𝜅 respectively, are both 1 by 
definition. 

2.5 Verification and Validation of the Hybrid Model 
Line of sight: The initial element of any V&V plan at the subcontinuum scale is to 
establish a line of sight into the assessed system, define requirements for the activity, and 
identify the quantities of interest. 
The new mesoscale framework targets, as described above, the coupled microstructural 
and compositional evolution of metallic alloy materials, such as a U-Pu-Zr nuclear fuel. 
For continuum-scale models of fuel pellet performance, the temperature gradients and 
heat flow are dependent upon details of the microstructure, with the local fission rate 
density, i.e., the heat sources, dependent upon the local elemental compositions. Hence, 
the important output quantities of the mesoscale models are the microstructural character 
and compositional distributions within the modeling domain, as a function of time and 
irradiation conditions. Continuum-scale fuel performance codes, such as FRAPCON, 
depend upon an accurate representation of the evolution of the nuclear fuel within the 
pellet to inform their simulations. The mesoscale methods provide these data as their 
output. In turn, the mesoscale simulations require input data describing thermodynamics 
phase stabilities, free energies of equilibrium and non-equilibrium compositions, and 
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kinetics of the materials. These inputs are usually available from materials databases of 
phase diagrams and experimental measurements of activated processes, potentially 
augmented on occasion with data from first principles simulations. For simulations, the 
initial conditions, the alloy composition and microstructure, nature of the physical 
domain, its dimensions and boundary conditions are well characterized and directly 
addressable as part of the mesoscale simulations tools. Furthermore, there are ample 
analytic predictions of idealized cases and experimental data of real systems of the final 
state of an evolved material, to serve as validation points for a future application of the 
simulation capability. 
Using a Predictive Capability Maturity Model as an organizing principle for a V&V 
strategy, one can classify activities with a level of rigor for modeling and simulation 
(M&S) activities (Oberkampf et al., 2007). The mesoscale work described here is 
invested in discovery and implementing a model form for mesoscale simulations for 
nuclear fuels, and laying the foundation for applying the hybrid method for use in future 
fuel performance simulations. Within the subcontinuum scale, the required level of rigor 
is modest, appropriate to risk levels with only moderate consequences, but with future 
intended use to inform risks in higher consequence simulations to model nuclear fuel 
performance. 

Traceability and reproducibility: The collection of V&V evidence must be sufficient to 
satisfy the level of rigor associated with the activity. The medium level of rigor 
associated with the current activity requires only a project report and enduring records 
maintained by the analyst, of the codes and methods used, and of the input and output 
data used in the simulations. The current report represents such a project report, 
summarizing the methods and tests used to verify and validate the codes, and input and 
output files to jobs runs are saved in project-specific directories that are regularly backed 
up. 

Code verification: The first requirement descending from reproducibility and suitability 
of purpose is code identification, the provenance and successful build of the source code. 
The mesoscale model framework that is the subject of the report has been implemented as 
an application style to the open-source Stochastic Parallel PARticle Kinetic Simulator 
(SPPARKS) package maintained by Sandia National Laboratories (Plimpton et al., 2009; 
SPARKS). The SPPARKS code has a number of stochastic simulation capabilities, 
including the Monte Carlo Potts method. In addition, SPPARKS has been designed to be 
scalable for large simulations on high-performance computing resources. The new 
application style for the hybrid Potts-phase field method can be executed in 1, 2 and 3 
dimensions. At each site the following variables are used: spin (integer specifying 
membership in a grain), phase (integer specifying membership in a phase), composition 
(double precision), along with a neighbor list (integers). Therefore, unlike phase field 
where additional double precision fields must be added for all grains, this method only 
requires a single integer field to identify the grain membership at each site. 

Specific versions of the SPPARKS code are distinguished by date stamps (rather than 
version numbers). The starting version used as the foundation for the mesoscale methods 
development is dated 31 March 2011. The SPPARKS code is a massively-parallel 
simulator, but here is used in single-processor mode, with a small number of processors 
on unix/linux-based workstations and with a large number of processors with open- 
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message passing interface (MPI) environment, with minimal dependence on platform or 
particular mathematical libraries. The SPPARKS code comes with a test suite, which was 
executed and it successfully passed. 
The new hybrid mesoscale model was implemented upon this verified foundation. Test 
cases, as described in the next section, were designed to test and verify the performance 
of each aspect of the newly developed code. Upon completion of the project, the newly 
developed capabilities will be integrated into the SPPARKS package, in a new release 
version with its own date stamp, along with new test cases expanding the existing test 
suite to exercise this new capability. Next, we describe the new modeling framework, and 
V&V of the new capability in the following section. 
2.5.1 Implementation and verification of the hybrid code and framework 

Variables	
   and	
   initial	
   implementation:	
  The performance of the hybrid Potts-phase field 
modeling framework is examined here for a simple two-component, two-phase system. 
The bulk free energy functional for the system is given by Equation 2-7 using the 
following variables: λ = 0.3, C1 = 0.25, C2 = 0.75, C3 = 0.05, C4 = 0.95, and a = 0.5, and 
is then non-dimensionalized by kBT. The bulk free energy for the two different phases is 
plotted as a function of composition in Figure 2.1. In this verification test, the exact 
solution is straightforward: the minimum energy phase for sites with C ≤ 0.30 is the	
  α-
phase, C ≥ 0.70 is the β-phase, and 0.3 < C < 0.7 phase separates into the α- and β-phases 
with compositions Cα = 0.3 and Cβ = 0.7 and volume fractions given by tie line 
calculations. The numerical simulation should converge to this physical description, if it 
is functioning properly. 

 
Figure 2.1. Composition-dependent free-energy functional for the two-phase, two-
component system studied in this work. 

To verify the hybrid interface implementation, we use a simple one-dimensional (1D) 
system with two grains, each of a different phase at their equilibrium composition. The 
temperature for the system is set to kBT = 0.3. The initial conditions for the simulation are 
a sharp interface of the grains, phases and composition. Very quickly, the compositions 
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transitions from the sharp interface to a smooth, diffuse interface and reaches 
equilibrium. The equilibrium value of the composition across the grain and phase 
boundary is illustrated in Figure 2.2. Here it can be seen that the grain and phase 
boundaries remain sharp, which is to be expected as they are tracked with integer values, 
while the composition is diffuse, which is to be expected as it is tracked with continuum 
variables and the term  must be finite. Furthermore, it is noted that the 
composition away from the phase boundary remains very close to its equilibrium value 
for each phase. 

 
Figure 2.2. Illustration of the simultaneous sharp/diffuse interface of the hybrid model. The 
two different phase regions of the 1-D model are separated by a sharp interface as 
denoted by the phase shading, while the composition (symbols) shows a diffuse interface 
with the composition gradient between the equilibrium compositions of the two phases. 

The interfacial energy of the stable interface is calculated to demonstrate both the model 
capability and the interpretation of units of interfacial energy. By definition, interfacial 
energy is the excess energy to form a unit area of interface. In this case the interface is 
between an α-grain and a β-grain. Thus the interfacial energy is calculated here as the 
difference between the bulk free energy of the α- and β-grains with no interfaces ENI and 
the total free energy of these two grains forming a interface with area A, EI. The energies 
EI and ENI for this configuration are calculated using Equation 2-5. The interfacial 
energy of the α-β interface is 

𝜸𝜶𝜷 =
𝑬𝑰!  𝑬𝑵𝑰

𝑨
         Eq. 2-12 

𝐴 is the non-dimensional interface area, based on a unit area in 1D, the non-dimensional 
length in two-dimensional (2D) and the non-dimensional area in three-dimensional (3D). 
Using Equation 2-5 to evaluate energy for a single 1D α-β interface at kBT = 0.3 gives 𝐸! 
- 𝐸!" = 7. The interfacial energy is then 𝛾 = 7 in non-dimensional units, since both 
contributing quantities are calculated in non-dimensional units. 

€ 

κc ∇Ci( )2
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Composition Evolution: To verify the kinetics of composition evolution, we evaluate 
both single-phase and interphase (two-phase) diffusion in 1-D systems with kBT = 0.3 and 
all other variables as defined in Section 4.1. 
The initial condition for the single-phase simulation is a diffusion couple where the 
composition is defined as a step function in the single-phase, single-grain sample. One 
portion of the material starts with composition C = 0.0 and the other C = 0.6, where the 
equilibrium value for this phase is Cα = 0.3. The simulation then evolves by applying the 
hybrid Potts-phase field model, although the focus here is only on the composition 
evolution since it is a single-phase, single-grain system. The evolution of the composition 
field can be seen in Figure 2.3a, where the step function evolves toward a uniform, and 
equilibrium, value of the composition. 
In the present work, the diffusional flux has been defined as 

         Eq. 2-13 

where the conjugate force is the gradient in the chemical potential. Alternatively, one can 
use the traditional form of Fick’s first law to calculate the diffusional flux as 

         Eq. 2-14 

where D is the diffusivity and the conjugate force is the gradient in the composition. 
From this simple definition of the diffusional flux (Equation 2-14), Fick’s second law 
can be solved with the error function for simple systems with a step-function composition 
in 1D. The analytical form for this solution is 

       Eq. 2-15 

where Cx is the composition at any given position x and time t, and Cs and Co represent 
the values of the step composition before evolution. 
Although the composition evolution in the hybrid model is governed by the flux 
according to Equation 2-13, the error function solution (solid line) is in excellent 
agreement with the simulated results (circles) plotted in Figure 2.3a. The effective 
diffusivity for the system can be obtained by setting Equations 2-13 and 2-14 equal and 
solving for D. Such an exercise results in an effective diffusivity of 𝐷 = 7.3, which 
perfectly matches the value obtained by fitting Equation 2-15 to the diffusion results in a 
single-phase system. The numerical simulations reproduce the analytic result, verifying 
the correct functioning of this method and its solution. 

J = −MC∇µ

J = −D∇C

Cx −Co

CS −Co
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Figure 2.3. Composition evolution in (a) single-phase and (b) two-phase diffusion couples. 
The system in (a) starts with a step function in the composition with values at 0.0 and 0.6. 
The system evolves toward the equilibrium composition value of 0.3. The system in (b) 
starts with a two-phase microstructure all at a composition of 0.5. The system evolves 
toward the equilibrium compositions, Cα = 0.3 and Cβ = 0.7. In both cases the simulation 
data are open circles and the error function fit to the data is given by the solid line 
denoting an effective diffusivity value of 2.2. 

To evaluate interphase diffusion, we start with a two-phase, two-grain diffusion couple 
with all sites at the same composition, C = 0.5. In this case, microstructure evolution is 
held stagnant to focus on the composition evolution across the phase boundaries, which 
can be seen in Figure 2.3b. Once again, the composition in the numerical simulations 
goes towards its equilibrium values of Cα = 0.3 and Cβ = 0.7 and fit the Fickian solution 
(Equation 2-15). In the single-phase diffusion case, the error function fit was perfect 
over the entire time range, while in the case of interphase diffusion, the error function fit 
is close but not exact. In close observation, not visible within Figure 2.3b, it can be seen 
that the error function fit is good at short times with the same diffusivity (𝐷 ≈ 7.3) as the 
single-phase case, but that at longer times, the diffusion in the two-phase cases proceeds 
more quickly than that predicted by the error function. In other words, the effective 
diffusivity increases with time for interphase diffusion but this can be explained by the 
additional terms that result from setting Equations 2-13 and 2-14 equal. Again, the 
simulation results are in good agreement with analytically solution, passing this 
verification test of the model. 



Documentation	
  of	
  Hybrid	
  Hydride	
  Model	
  for	
  Incorporation	
  into	
  Moose-­‐Bison	
  and	
  Validation	
  Strategy	
  
August	
  15,	
  2014	
  

2-­‐16	
  
	
  

Microstructural evolution by grain growth: It is well known that curvature-driven 
grain growth should obey certain scaling laws. According to these scaling laws, the 
average grain size, 𝑅 , is related to time, t, according to 

         Eq. 2-16 

where n = 1/2 for curvature-driven grain growth in 2D. Here we examine the scaling 
relationships for both single-phase and two-phase systems in order to gauge the 
performance of the model two-phase, two-component system and verify the 
implementation. 

Single-phase grain growth is evaluated in a 2D system with 2,000 by 2,000 sites all of a 
single phase at the equilibrium composition for 80,000 MCS. This has the effect of 
neglecting the compositional energy contribution, such that the microstructural evolution 
is driven only by curvature. Several simulations at varying temperatures, kBT = 0.0 – 0.5, 
were evaluated with the variables defined in section 3.1 and initial conditions of 
randomly assigned spins to each site from 100 unique spin values. The grain growth 
curves for these simulations are shown in the log-log plot for average radius and MCS in 
Figure 2.4a. It is evident that the grain growth is independent of temperature for these 
ranges and consistently follows the expected scaling (n = 1/2) after a short initial 
transient. Thus, for single-phase microstructures without any composition gradients, the 
grain growth is curvature driven, as expected, and the numerical simulations are verified 
to reproduce this very basic phenomenon. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  (a) (b) 	
  

Figure 2.4. Grain growth curves for (a) single-phase and (b) two-phase systems. The 
single-phase systems have a grain growth exponent of 1/2 for all temperatures while the 
two-phase system shows stagnation at low temperatures and a grain growth exponent of 
1/3 for higher temperatures denoting diffusion-limited grain growth. 

When grain growth is not only driven by curvature but also by the reduction in the free 
energy that is dependent on a number of factors, it is expected that the microstructural 
coarsening will scale differently than when driven only by curvature. To fully investigate 
this, several simulations, with varying temperatures, kBT = 0.0 – 0.5, were evaluated for 
80,000 MCS. Once again, all the variables for the simulations are defined in Section 4.1 
and the sites are initially assigned to random values from 100 unique spin values where 

R ∝ tn
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half the spins are α−phase and the other half β-phase. The composition of the α−phase 
sites is initially set to C = 0.25 and the β−phase sites to C = 0.75. 

The grain growth curves for the two-phase system are plotted in Figure 2.4b. After a brief 
period of initial coarsening, with a scaling exponent of n = 1/2, it can be seen that 
simulation temperature plays an important part in two-phase grain growth. As seen in 
Figure 2.4b, at kBT = 0.0, the grain growth becomes completely stagnant. However, at 
any kBT > 0, grain growth is not stagnant and for kBT = 0.3 – 0.5, the coarsening proceeds 
with an exponent of 𝑛 ≅ 1/3. This suggests that grain growth, when driven by 
minimization of free energy dependent on both microstructure and composition, requires 
thermal fluctuations with small excursions from equilibrium composition values in order 
for grain growth and phase changes to occur. These simulation temperature effects in 
two-phase systems are well understood (Tikare et al., 2010; Tikare & Cawley, 1998a; 
Tikare et al., 2001). Finite temperatures are necessary to overcome thermal pinning 
effects (Holm et al., 1991). 

To better understand the actual mechanics of the coupled microstructural-compositional 
evolution, we examine the simulation at kBT = 0.3 in more detail. Several snapshots of the 
system over the course of the simulation are given in Figure 2.5 where the grains (spin), 
phase and composition fields are shown. Grains and phase regions coarsen while 
maintaining constant phase fraction of ~50%. During this coarsening the composition 
field tracks the phase boundaries closely. It is noted however, that there are no 
composition gradients at grain boundaries between grains of the same phase. This 
behavior is expected because the free energy functional defined in Equation 2-6 is only 
for a two-phase, two-component system where the composition is only tied to phase and 
not individual grain boundaries. It is also noted that conservation of mass is achieved in 
these and all other simulations presented here, a rather basic but necessary verification 
test. 
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Figure 2.5. Snapshots of the (a) grain structure, (b) phase structure and (c) composition at 
various times for the two-component, two-phase system. The snapshots show grain and 
phase coarsening that tracks with the composition map, with each of the phases having 
compositions near the equilibrium values. α-phase grains, phase membership, and 
composition range are indicated by shades of blue; β-phase by shades of red. 
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As mentioned, the composition gradients track the phase boundaries quite closely. In 
addition, the composition values are close to their equilibrium values inside large phase 
regions. Both of these characteristics are seen more clearly in Figure 2.6, which plots the 
composition and phase along a line across the microstructure as indicated by the inset. A 
clear composition gradient and transition between equilibrium values occurs at each 
phase boundary. However, some phase boundaries and neighboring regions have 
composition levels that are above or below the equilibrium value due to the fact that 
movement of phase boundaries requires the redistribution of the composition and this is a 
time-dependent process. 

	
  
Figure 2.6. Snapshot of the phase and composition through the microstructure at a given 
position as indicated by the inset. The composition gradients track the phase boundaries 
quite well, with the individual phases each near their equilibrium composition values of 0.3 
and 0.7. Deviations from these values are largely the result of the phase coarsening which 
necessitates diffusion of the composition such that some areas of the microstructure 
temporarily deviate from their equilibrium values. 

The grains within each phase region grow until they can no longer grow and are pinned 
by the phase boundary. Taking all this into account, it is clear that the hybrid Potts-phase 
field model for the two-phase, two-component system shows grain and phase growth that 
is diffusion limited. This limitation on the coarsening leads to an exponent n  ≅ 1/3 
relating the average grain size and time. 
To confirm that coarsening in such a system, where grain growth and phase coarsening is 
driven by the reduction in total interfacial energy, but the kinetics are controlled by long 
range diffusion, we derive a simple analytic model for the grain growth exponent. This 
2D-microstructure can be idealized as shown in Figure 2.7 with the α- and β-phases 
forming lamellar structures with locally varying curvatures. In this example, the local 
curvature is proportional to the average grain size, R, within each phase. The solubility of 
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the B-component in the α−phase and A-component in the β−phase is a function of the 
local curvature given by the Gibbs-Thomson equation, of which the small number 
approximation is  

𝑪𝒓 = 𝑪! 𝟏 + 𝟐𝜸𝛀𝒎
𝒌𝑩𝑻𝒓

        Eq. 2-17 

where r is the local radius of curvature, and Cr, and C∞ are the solubility of the minor 
component at a surface with radius of curvature r and a flat surface, respectively. γ is the 
interfacial energy between the two phases and Ωm	
   is the molar volume. Thus the 
solubility of A in the β-phase will be higher at the high curvature regions and will diffuse 
through the β-phase to regions of lower curvature as shown in Figure 2.7. 
Simultaneously, B will diffuse through α-phase from region of high curvature to those of 
lower curvature. Due to the symmetry of the free energy functions for the two phases and 
equality of the mobility values used, the coarsening rate of the two phases will be 
identical. The diffusion distance is proportional to the average grain size R in these 
simulations, and the proportionality constant is given as n. The average grain size for 
both phases is the same as the simulation shown in Figure 2.5, which has 50% of each 
phase near its equilibrium composition with the same mobilities for all interfaces. Thus, 
the coarsening of both phases and grain growth within each of the phases will have the 
same kinetic rates. 

	
  
Figure 2.7.Two-phase system illustrating the diffusion of species from high curvature 
regions to low curvature regions according to the Gibbs-Thomson equation. The higher 
solubility of the A-component (shown in red) in the β  phase (shown in blue) at surfaces of 
high positive curvature will drive diffusion of A to regions of high negative curvature, 
where the B-component on the other side is in a region of high positive curvature and is 
diffusing away. The diffusion kinetics limit the rate of microstructural coarsening. 

Grain growth at the phase boundaries will be the limiting factor and this will occur as the 
flux by diffusion brings mass to the grain surface. Assuming that the grain area in 2D can 
be approximated by a circle of radius R with equivalent area, the rate of grain growth is 
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       Eq. 2-18 

where J is the flux and A is the area of the grain perimeter in 2D where the flux deposits 
material for grain growth. Assuming that the grains have a constant fraction g of their 
length as the phase boundary the surface area can be approximated by a circle of 
equivalent size, A = 2πgR, where the out-of-plane dimension has a value of 1. 

The flux to the grain surface is given by an approximation of Fick’s first law (Equation 
2-9) 

.        Eq. 2-19 

The change in concentration ΔC is the difference in solubility between the areas of high 
curvature and low curvature given by Equation 2-17. From the idealized microstructure 
shown in Figure 2.7, the high curvature areas have radii of curvature that are directly 
proportional to the grain size, b/R, where b is a proportionality constant. The low 
curvature areas have the same curvature, but are negative. The distance between the high- 
and low-curvature areas, Δx, is also proportional to the grain size, R, using the constant 
m,  

      Eq. 2-20

 

By substituting J into the Equation 2-17 we get 

        Eq. 2-21 

which, when integrated, becomes 

.         Eq. 2-22 

where k is a constant defined as  where B is a constant that consolidates all 
the geometric constants, g, m, and b. Thus, diffusion controlled grain growth by an 
Ostwald ripening-type mechanism gives a grain growth exponent of n = 1/3 which is 
consistent with, and verification of, our numerical simulation results. 

Phase transformation and nucleation: Phase transformations are often processes in 
which microstructure and composition cannot be decoupled. Nucleation of a second 
phase of a different composition followed by its growth is one such phase transformation. 
The hybrid model framework is well-suited to address these types of problems. 
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While nucleation events can be simulated by both the Potts model and the phase field 
model, the hybrid model provides a superior description. In the case of the Potts model, 
nucleation is simulated directly by introducing a nucleus, by changing a site to a new 
spin, in a manner consistent with the physical phenomena it is mimicking, (Rollett et al., 
1992; Duff & Peters, 2009; Madison et al., 2012). In the case of the phase-field model, 
nucleation is simulated by introducing random fluctuations, often termed noise. However, 
these fluctuations are computationally intensive and do not afford direct control over the 
nucleation event. In contrast, the hybrid Potts-phase field model combines the robust 
ability of the Potts model to simulate nucleation as an individual site change with the 
local composition driving the nucleation. In the example presented here, the nucleation 
and growth of a new phase is simulated to show how phase transformations can be 
studied with the hybrid model. 

The hybrid model has been adapted to simulate nucleation by allowing nucleation events 
to occur with a prescribed frequency. A nucleation event in this framework attempts a 
spin change to the new phase at a site. In other words, a certain fraction of the attempted 
spin changes will change a site’s spin from an α−phase to a β-phase or vice versa. 
Growth of the new phase will then be dictated by the microstructural and compositional 
evolution detailed in previous sections (microstructure and composition evolution by the 
Potts model and the Cahn-Hilliard equation, respectively and iteratively). Due to the 
subsequent microstructural evolution, there may be continued growth of the nucleated 
site or the nucleated site may be consumed by surrounding grains and disappear as an 
unsuccessful nucleation event. 

Nucleation is demonstrated by simulating a case where the two-phase system presented 
above is quenched to freeze in a non-equilibrium phase and composition. In other words, 
the simulation was initialized with a super-saturated single-phase microstructure that is 
far from equilibrium. In fact, the entire simulation starts as tiny, single-site grains of the β 
phase with a composition of 0.4 as shown in Figure 2.8. The ideal evolution of this 
simulation would be to nucleate the α phase and then grow the fraction of that phase until 
each phase achieves its equilibrium composition. Continuing the simulation past 
complete phase transformation leads to grain growth and phase coarsening. 
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Figure 2.8. Snapshots of the (a) grain structure, (b) phase structure and (c) composition at 
various times for nucleation and phase transformations in the model two-component, two-
phase system. The initial conditions involve a single phase at a compositions far from 
equilibrium. Nucleation is then prescribed at a given rate that results in the nucleation of 
the second phase which grows and consumes the majority of the system. α-phase grains, 
phase membership, and composition range are indicated by shades of blue; β-phase by 
shades of red. 
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The nucleation implementation is tested by running a 2D simulation of 2,000 by 2,000 
sites for 80,000 MCS. The simulation variables are identical to those defined in section 
5.1 with the initial conditions as described above. The nucleation rate for these 
simulations is set at 0.005 (0.5% of the sites attempt a phase change during each MCS). 

The simulation results are shown in Figure 2.8. The grain structure, phase and 
composition distributions are shown as the simulation progresses. The system starts as 
one phase with a composition that is not at its equilibrium value. The coloring of the 
phase matches the coloring of the composition when that phase is near its equilibrium 
composition. By t = 173 MCS, it can be seen that numerous α phase grains have 
nucleated and have grown to the point that they begin to coalesce to form phase regions. 
Diffusion in the system quickly brings the α-regions to their equilibrium composition, Cα 
= 0.3. As these α regions change composition from 0.4 to 0.3, they must reject the excess 
B component to the surrounding neighborhood, allowing the β phase to move towards its 
equilibrium composition, Cβ = 0.7. In the following snapshot at t = 800 MCS, it can be 
seen that the α phase begins to dominate the microstructure and the remaining β phase is 
shrinking into smaller regions. Finally, near the end of the simulation, it can be seen that 
the two phases are very near their equilibrium composition values and the area fraction of 
the α phase is converging on the expected value of 75%, which is expected from the tie-
line construction analysis of the phase diagram. 

The combination of the stochastic nucleation with the compositional energetics allows 
the system to simulate the accurately the phase transformations, satisfying this 
verification of the model implementation. The system moves towards its lowest energy 
state, which is a coarsened microstructure with the appropriate volume fractions of a two-
phase system with each phase at its equilibrium composition.  
Discussion of model verification and validation: The hybrid Potts-phase field modeling 
framework provides a robust and efficient method to treat coupled microstructural and 
compositional evolution. Combining the two frameworks allows an efficient treatment of 
microstructural evolution, when compared with phase field methods, while preserving the 
detailed description required to track continuum properties, a function not readily 
available in Potts models. The integrated approach developed here has been implemented 
into the SPPARKS code. An important aspect of the implementation of the new hybrid 
model is verification, and the verification of this new capability was described and 
documented. 

The model was systematically verified by incrementally studying each aspect of the 
coupled diffusion and microstructural evolution process. First the interface and its 
structure were simulated and characterized, then a simple diffusion couple with known 
analytical solutions were simulated, grain growth kinetics with the accompanying 
microstructural features were examined and finally nucleation of the new phase and its 
subsequent growth, with growth controlled by diffusion, were characterized. All the 
verification test results showed excellent agreement with analytic solutions. The 
composition and phase gradient at an infinite interface were characterized by allowing a 
grain and a phase boundary to come to equilibrium with each other. The interface has the 
mixed characteristic of a sharp phase boundary characteristic of the Potts model and a 
diffuse smooth boundary found in the phase field analog. The interfacial energy was 
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calculated in non-dimensional units and shown to be consistent for such a system. The 
diffusion across a diffusion couple of different compositions and different phases were 
compared. Again the agreement of the test simulations with the analytic result, an error 
function, was excellent. Furthermore, correct treatment of diffusion in different phases 
was demonstrated by solving the diffusion equation using gradients in chemical potential 
rather than in composition. The topological characteristics, composition and phase 
distribution and grain growth in single and two-phase systems were studied. Again, they 
were verified to perform as expected. The composition had gradients at phase boundaries 
and not at grain boundaries. The solubility and therefore the gradients were larger in high 
curvature regions. And, lastly, the grain growth kinetics of the test simulations were 
correctly consistent with n = 2 for curvature-driven grain growth and n = 3 for diffusion-
controlled grain growth.  

As discussed previously, the derivation of free-energy functionals for any phase field 
system is not a straightforward process. The hybrid framework requires a free-energy 
functional that pairs the two and derivation of this free-energy functional will require the 
same expertise as in phase field models. However, the difficulty is decreased somewhat 
because the microstructural features are completely characterized by a single integer 
value at each site rather than several phase fields, each of which increases the complexity 
of the energy functional and the numerical solution. In addition, it is noted that while the 
free energy functional employed here only couples composition with phase boundaries, it 
is possible to define a free-energy functional that couples composition with grain 
boundaries as well. 

The application of the hybrid framework to real material systems will require matching 
thermodynamic and kinetics quantities defined here to those of the real system. In order 
to do this, the bulk and interfacial energies must be available for the system. The bulk, 
chemical free energy, Ev, can be defined by analytical or experimental free energy 
functions. The interface energies defined by γ and κc can be matched to experimental 
measurements of energy and chemical gradients at the interface. The kinetic rates are 
defined by diffusion coefficients and boundary mobilities, and must be matched for the 
two methods by fitting both Mc and the rate of grain growth between the two models. 
Defining these variables will introduce time scale into the simulation. Once all these 
values are known, the model results should allow accurate simulation of real systems. 
Validation of the methods here would accumulate from systematic application of the new 
hybrid framework to multiple real systems and comparisons to experiments, and would, 
in principle, probe both the fidelity of the physical approximations embodied in the 
mesoscale approach, and the accuracy of the underlying physical parameters. In future 
work, applications of the new capability to validation problems and particularly to 
metallic nuclear fuels would assess the physical uncertainties associated with these 
simulations. The current report provides the foundation, a verification of the methods and 
the implemented code, and an understanding of the sources of numerical uncertainties. 

In a test of the two-phase grain growth shown here, it was found that while scaling the 
interface and bulk energies relative to one another did increase or decrease the rate of the 
microstructural evolution, the grain growth exponent remained the same (n = 1/3), 
indicating that the coarsening remains limited by diffusion in the numerical simulations. 
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The ability to couple microstructural and compositional evolution into a single 
framework make the hybrid Potts-phase field model ideal for the study of diffusional 
phase transformations. The complexity of studying simultaneous microstructural and 
compositional evolution requires a large number of order parameters to designate 
different grains and has hindered the number of attempts to do so (Chen, 2002; Fan et al, 
1997; Lee et al, 2007). Phase field models have been used extensively to study phase 
transformations and have done so particularly well (Chen, 2002; Boettinger et al., 2002; 
Mecozzi et al., 2011; Yamanaka et al., 2008; Singer et al., 2009). However, these 
typically focus on the diffusional phase transformations in a small volume with very few 
grains or microstructural features (2 to 10 grains). They do not typically study larger 
microstructural volumes consisting of many (100 or more) grains. The new hybrid model 
will combine many of the capabilities of the phase field method with the computational 
efficiency of the Potts model to simulate the large microstructural networks necessary to 
better understand phase transformations. Furthermore, as shown in this work, the ability 
to simulate the nucleation process in the present framework is improved when compared 
with phase field models, which require indirect nucleation by introducing random 
fluctuations in the order parameters (Castro, 2003). Nucleation by this method is 
computationally intensive and affords little control of the nucleation simulation. The 
Potts model, in contrast, can simulate nucleation very efficiently (Madison et al., 2012), 
but has difficulty with the compositional dependence. Hence the hybrid model combines 
the two to give a robust simulation method for nucleation limited by diffusion. 

2.6 Summary and Conclusions 
The hybrid Monte Carlo Potts-phase field model has been described in detail in this 
chapter and we have shown that it has the capability to simulate the coupled evolution of 
microstructure and composition and is well suited to apply to simulate the precipitation of 
δ-ZrH1.5 in Zr-based claddings. The model is efficient because the microstructure is 
modeled by Monte Carlo Potts methods while the composition is modeled by the phase 
field method. This efficiency will allow this model to be applied to much larger volumes 
of claddings than other microstructural models enabling characterization on the 
engineering scale. The coupling between the microstructure and composition occurs 
through a free-energy functional that can be extended and modified to capture different 
phenomena and processes including those that are active in Zr-based claddings. The 
framework has been incorporated into the open-source SPPARKS code, maintained by 
Sandia National Laboratories. 

The hybrid modeling framework applied to a simple two-phase, two-component system 
has been verified to capture 

• Grain growth and phase coarsening 

• Coupling between phase and composition 

• Fickian diffusion of species 

• Diffusion-limited grain growth 

• Phase transformations to a second phase by nucleation and growth of the stable 
phase from a super-saturated single-phase 
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The hybrid Potts-phase field modeling framework is efficient, versatile and easily 
extensible to incorporate different phenomena. The development and implementation of 
the coupled microstructure-composition mesoscale simulations was accompanied with 
description of the associated V&V process, consistent with a V&V strategy specifically 
adapted for subcontinuum scale simulations (Schultz, 2012). The V&V processes 
described here lay a foundation for applications of the new capabilities to modeling LWR 
fuels and other metallic alloy systems, with quantitative confidence. For the medium 
level of rigor demanded of this activity, the V&V process was not onerous, but required 
capture and documentation of the standard due diligence performed in developing a new 
physical model at the mesoscale, and mapping onto an appropriately designed V&V 
strategy. The more strenuous challenges for V&V of the new capability lie ahead, when 
the new capability is applied to simulations of real material systems such as Zr-based 
cladding, and the V&V process must provide credible assessments of the uncertainties in 
the simulations, which must additionally incorporate the physical uncertainties in the 
methods and the materials data used to inform the model simulations. The adaptation of 
this model to simulate precipitation of δ-ZrH1.5 in Zr-based claddings will be described in 
the next and the exercises to verify and validate this model will also be presented. 
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3. ADAPTION OF HYBRID POTTS-PHASE FIELD MODEL TO 
SIMULATE δ-ZrH1.5 PRECIPITATION IN Zr-BASED CLADDINGS 
The objective of this model is to predict the precipitation and reorientation of hydride 
precipitates in Zr-based claddings of used fuel rods after removal from cooling pools and 
drying during an indeterminately long period of dry-storage. The hybrid Potts-phase field 
model is ideally suited for simulation of δ-ZrH1.5 precipitation in α−Zr matrix as it 
captures the two dominant feature of this phase transformation. The model can simulate 
microstructural evolution accompanying a phase transformation, which occurs, by 
nucleation and growth as well as the composition evolution of a diffusive phase 
transformation with diffusion-controlled kinetics. Furthermore, the model can simulate a 
sufficiently large volume with the ability to resolve individual precipitates to obtain 
engineering-scale behavior of the hydride precipitation. While the basic model has been 
developed and validated, it must to be further developed and adapted to simulate the 
details of δ-ZrH1.5 precipitation in an α−Zr matrix with the thermodynamic, kinetics and 
crystallographic details specific to this materials system. This chapter will describe the 
development and modification made to the hybrid model, and justify the need for the 
modifications. 
The exact process to be simulated is the precipitation of hydrides following the drying 
cycle. The regulatory temperature limit for drying the fuel is 400oC. For the purposes of 
simulations, we assume that the drying temperature will be this regulatory limit, but this 
is easily modified to any drying temperature in the simulations that are specific to a 
particular cladding type. Following the drying cycle the temperature immediately drops 
and then decays very slowly over many months and years. Hansen (2012) estimated the 
temperature profile of a fueled cladding by analyzing the heat conduction in a two-
dimensional cylinder. He assumed the drying temperature was 400oC. The temperature 
profile he obtained is shown in Figure 3.1, a plot of the cladding temperature starting 
from the end of the drying cycle when dry storage begins. As one can see as soon as the 
drying cycle is terminated, the temperature drops very quickly to approximately 320oC 
and then gradually decays over a period of years. For demonstration purposes, we 
simulate this condition by starting the simulation at 400oC, drop the temperature 
immediately to 300oC. At this point, the zirconium matrix is supersaturated with 
hydrogen. The temperature is held constant at 300oC while the hydrides precipitate. The 
development of the hybrid model to simulate a variety of claddings with variation in their 
composition and microstructures over the temperature range of interest is described in 
this chapter. 
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Figure 3.1. Estimated cladding temperature after drying during dry-storage (Hansen, 2012). 

3.1 Zirconium-Based Cladding Composition and 
Microstructure 
The model must capture the underlying microstructure with detailed representation of the 
grain structure, defect distribution and composition of the zirconium claddings as they are 
critical features of the hydride formation and reorientation behavior. The hydride 
orientation and morphologically characteristics have, in turn, been shown to have a large 
influence on the fracture behavior of clads (Kearns & Woods, 1966; Bai et al., 1994a; Bai 
et al., 1994b). Thus it is important to know the microstructure including the grain size and 
shape, grain shape texture, crystallographic texture, the type and number of defects, and 
the organization and distribution of defects. It has been shown by many that 
microstructure of zirconium alloys is a function of the alloy composition and the 
fabrication process from ingot to rolling and the subsequent heat treatments (Kearns & 
Woods, 1966; Chauvy et al., 2006). Figure 3.2 illustrates the wide range of Zircaloy-2 
grain sizes and shapes that are obtained at different hot-rolling conditions (Chakravartty 
et al., 2010). These microstructures are of the alloy before heat treatments for recovery, 
recrystallization or stress annealing (Humphreys & Hatherly, 2004). It is expected that 
these anneals will result in further changes to the microstructure. Recovery is the process 
by which dislocation move and tangle to form cell walls within grains. The interior 
regions of the recovered cells have a much lower density of dislocations with small 
misorientation angles between neighboring cells. Recrystallization is the process of 
nucleating new defect free grains that grow and consume the highly worked, highly 
deformed grains after hot rolling with the recovered cell structures serving as the nuclei. 
Thus recrystallization typically results in smaller grains that may or may not be equiaxed 
depending on the particular nucleation conditions. Stress annealing typically does not 
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result in significant change to the microstructure as no new grains are formed. There may 
be some grain growth, but it the primary effect of annealing is to relieve some of the 
stress at a temperature where some diffusive processes become active. Since the model 
must be sufficiently versatile to simulate hydride precipitation is a variety of Zr-based 
matrices, this section will very briefly review the variation in Zr-based claddings and 
conclude by describing and demonstrating the incorporation of a particular Zircaloy-4 
cladding. 

 
Figure 3.2. A wide range of grain sizes and shapes are obtained depending on the hot-
rolling temperature and strain rate used to form Zircaloy-2 claddings (Chakravartty et al., 
2010). 

The current stockpile of used fuel is clad by a number of different zirconium alloys. 
Boiling water reactor fuels rods are clad with Zircaloy-2 fully recrystallized (RXA) or 
Zircaloy-2 stress relief annealed (SRA) and pressure water reactors with Zircaloy-4 SRA, 
ZirloTM SRA, ZirloTM partially recrystallized (pRXA) or M5TM RXA (Geelhood and 
Byere, 2012). Zircaloy-4 has reduced Fe and Ni to reduce oxidation and thus limit H-
pickup by the clad. There is some data to indicate that reducing Ni in Zircaloy-4 does not 
change oxidation behavior, but does reduce H-pickup (Sabol, 2005). The alloy 
composition of these claddings is given in Table 3.1. 
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Table 3.1. Alloy composition given in weight % (Whitmarsh, 1962; Allegheny Technologies; 
Natesan & Soppet, 2004) 

 Sn Fe Cr Ni Nb Zr Impurities	
  

Zircaloy-2 1.2 -1.7 0.07-0.2 0.05-0.15 0.03-0.08  Bal. Al,B,C,Cd,Co,	
  

Cu,H,Hf,Pb,	
  

Mg,Mn,N,Si,	
  

Na,Ti,W 

Zircaloy-4 1.2-17 0.12-0.18 0.05-0.15 <0.007  Bal. Same as Zr-2 
ZirloTM	
  

 
0.7 to 
1.0 

0.11 <0.01  1.0  C,O,H,Hf, 
N,Si,Ta,W 

M5TM     0.8 
to 
1.2 

  

 
The underlying microstructure of the fresh claddings is generally not available. The 
pilgering process used to form claddings imparts large amounts of strain with the 
associated dislocations and other defects rendering ineffective the traditional 
metallographic and etching techniques used to delineate grain boundaries (Danielson & 
Sutherlin, 2004). Thus very little data about Zr-based cladding microstructure, 
particularly grain size and shape is available. Some information about the grain size and 
texture can be indirectly obtained from some works that characterize other properties 
such as fatigue (Lin & Haicheng, 1998), hydride embrittlement (Bai et al., 1994a), 
hydride precipitation (Bai et al., 1994b) super plasticity (Garde et al., 1978) and swelling 
(Murgatroyd & Rogerson, 1980) as a function of microstructure. Lin and Haicheng 
(1998) report on fatigue characteristics of fresh, unirradiated or hydrided Zicaloy-4 SRA 
and show scanning electron microscopy (SEM) and transmission electron microscopy 
(TEM) micrographs. From these micrographs the grain size of Zircaloy-4 appears to be 
approximately 8 to 10 µm as shown in Figure 3.3. More recently, electron backscatter 
diffraction and related techniques have yielded some data on cladding microstructures 
(Qin et al., 2011; Kiran Kumar et al., 2010; Santisteban et al., 2010; Abe & Furugen, 
2010). These show a slightly elongated grain structure in the rolling direction (RD) with a 
nominal grain size of approximately 10 µm in that direction. One of the better examples 
found in the literature is shown below in Figure 3.4. Characterization of this image and 
other examples found showed an average elongation of approximately 2× in the RD as 
compared to the normal- and transverse-directions. 
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Figure 3.3. SEM of fatigued Zircaloy-4 (Lin & Haicheng, 1998). 

 
Figure 3.4. Electron backscatter diffraction (EBSD) image showing a typical grain structure 
of Zircaloy-4 (Qin et al., 2011).  

The pilgering process used to form Zr-based claddings, imparts not only grain shape 
texture, but also crystallographic texture as the rolling processes compress the sheet in the 
normal direction (ND) and constrain it in the transverse direction (TD) so that the basal 
poles tend to be parallel to the ND. Much more data exists on the crystallographic texture 
of Zircaloy-4 as X-ray and neutron diffraction are effective method to obtain these and 
the highly worked nature of claddings does not distort these data or interfere with texture 
measurements. Furthermore, these data are sufficiently quantified to implement into 
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synthetically generated microstructures. Crystallographic texture is described by Kearns 
numbers for the three principal directions in the Zircaloy samples, i.e., fN (normal), fT 
(transverse) and fR (rolling), defined as a weighted average of the intensity of the basal 
plane normals oriented with respect to the sample’s principal direction; the sum of the 
Kearns number is fN + fT + fR = 1. Kearns numbers calculated from orientation distribution 
function (ODF) texture data obtained at 100°C by neutron diffraction for as-
manufactured Zircaloy-4 are: fN = 0.54, fT = 0.28 and fR = 0.18 (Fong, 2013). These 
values are in close agreement with the Kearns numbers for as-received Zircaloy-4 
determined earlier by Coleman and coworkers (Coleman et al., 2010) using X-ray 
diffraction methods, i.e., fN = 0.56, fT = 0.29 and fR = 0.15 for Atucha claddings and fN = 
0.65, fT = 0.30 and fR = 0.05 for Ziratec claddings. 
Although the 3D strain history of fabrication will ultimately play a role in their texture 
and properties and the subsequent formation of oriented hydrides within the Zr matrix 
(Kearns & Woods, 1966; Louthan & Marshall, 1963; Marshall, 1967), the similarity 
between Kearns numbers strongly suggests that all these Zircaloy-4 claddings have the 
same type of texture. X-ray and electron back-scattering diffraction studies (Kiran Kumar 
et al., 2010), as well as neutron scattering investigations (Fong, 2013; Wang et al., 2013), 
have shown that typical cold-worked and stress-relieved or hot-rolled and annealed 
Zircaloy-4 claddings are characterized by a strong (0002) basal plane texture, with double 
pole maxima inclined typically by ca. ±30° from the ND and extended along the TD, 
while a preferential {10-10} prismatic orientation is seen along the RD as shown in 
Figure 3.5. The basal pole orientation of Zircaloy-4 appears to differ only slightly with 
manufacturing process variables such as the number of cold reductions and intermediate 
anneals (Fong, 2013). 

 
Figure 3.5. Texture of a hot-rolled and annealed Zry-4 plate represented by experimental 
basal {0002} and prism {10-1 0} and {11-2 0} pole figures, with the rolling direction (RD), 
transverse direction (TD) and normal direction (ND) indicated (Wang et al., 2013). 

Other evidence to show that texture in the different Zircaloy-4 claddings is similar is the 
Hill numbers. From the ODF texture data, the three mechanical tensile anisotropic factors 
proposed by Hill (Hill, 1948) and designated as F, G, and H can be derived. For isotropic 
materials, F = G = H = ½. Fong (Fong, 2013) determined Hill’s anisotropy factors from 
the neutron-diffraction ODF of as-manufactured Zircaloy-4: F = 0.76, G = 0.54 and H = 
0.20. Hunt and Newell (Hunt, 1975; Hunt & Newell, 1979), reported very similar Hill’s 
numbers for the Zircaloy-4 that they examined: F = 0.76, G = 0.56 and H = 0.18. 
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In addition to the basic grain structure of Zr-based claddings, the composition can be 
quiet varied with many alloying elements. The role of other alloying elements, Sn, Ni, Fe, 
Nb and Cr shown in Table 3.1, is not well understood. At the low levels added in 
zirconium alloys, Sn (Abriata et al., 1983) form a solid solution with Zr so to a first 
approximation, we can assume that it does not affect the hydriding behavior significantly. 
Likewise, Fe (Pelton et al., 1983; Okamoto, 2006) also forms a solid solution with Zr at 
level < 0.70 wt% and so to a first approximation we will neglect its effect on hydride 
formation. Similarly, Cr (Okamoto, 1993) and Ni (SGnucl-SGTE, 2004) form solutions 
with Zr. While each of these additions individually forms a single phase solid solution 
with Zr, when added in combinations their phase equilibria compositions are less clear. 
Zircaloy-2 and Zircaloy-4 are known to form Laves phases, ZrFe2 and ZrCr2 (Perez, 
2006), two polymorphs of ZrCr2 (Krasevec, 1981) and ternary phases such as Zr(Cr,Fe)2 
(Van der Sande & Bement, 1974) and Zr2(NiFe) (Chemelle et al., 1983; Arias et al., 
1987) although their binary phase equilibrium diagrams suggest otherwise. These 
precipitates are small with sizes of couple 100 nm. Nb additions to ZirloTM and M5TM are 
known to exceed the solubility limit and form other phases (Okamoto, 1992; Hari Kumar 
et al., 1994). Characterization of microstructure and phases in the Zr-Nb-Fe system with 
some O present show the existence of Zr(Nb,Fe,Cr)2 and (Zr,Nb)4Fe2 (Barberis et al., 
2004). Zr with 1.2 to 0.35 wt% Sn-Nb-Fe form a Laves phase Zr(Nb,Fe)2 and other 
phases such as (Zr,Nb)2Fe and (Zr,Nb)2(Fe,Nb) depending on the it time-temperature 
history (Shishov et al, 2005). The Zr with 0.05 to 1.0 wt% Sn-Nb-Fe-Cr alloy system has 
been shown to have Zr(Fe,Cr)2 and Zr-Nb-Fe precipitates (Liu et al., 2005). Finally Motta 
et al. have compiled a list of precipitates found in several Zr alloys showing a variety of 
precipitates depending on the exact alloy composition (Motta et al., 2007). Their data are 
shown in Table 3.2. In summary, there is a vast amount of data on the phases formed by a 
variety of zirconium alloys, particularly Zircaloy-2 and Zircaloy-4. However, the 
majority is not direct studies of phase equilibrium or phase stability. The majority of the 
data is supporting characterization of other properties. The challenge is compiling these 
data and reducing them to materials characteristics of the different phases at different 
compositions for use in predictive models. 
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Table 3.2. Zr-based alloys with the precipitates found in them characterized by Motta and 
co-workers (Motta et al., 2007)  

	
   	
  	
   	
  	
  
Alloy	
  
system	
   Composition	
  (wt%)	
   Precipitate	
  Crystal	
  structure	
  
	
  	
   	
  	
   	
  	
  

Zr-­‐Nb	
  	
  
	
  
	
  

x=0.2,	
  0.4,	
  1.0,	
  1.5,	
  2,	
  5%	
  	
  
	
  
	
  

hcp	
  Zr(Nb,Fe)₂,	
  bcc	
  β-­‐Nb	
  and	
  orthor	
  
Zr₃Fe,	
  except	
  Zr0.2Nb,	
  Where	
  no	
  	
  
precipitates	
  are	
  present	
  and	
  only	
  
minor	
  	
  
peaks	
  in	
  Zr0.4Nb	
  	
  	
  
	
  

	
   	
   	
  
ZrNbSn	
  
ZrSn	
  	
  	
  	
  	
  	
  
	
  

ZR0.4Nb0.4Sn	
  
and	
  Zr0.4Nb0.2Sn	
  
Zr0.4Sn,	
  Zr1.2Sn	
  

Similar	
  to	
  0.4Nb	
  
No	
  precipitates	
  	
  	
  
	
  

	
   	
   	
  
	
   	
   	
  

Zr-­‐Fe-­‐Cr	
  	
  	
  
	
  
	
  
	
  

Zr-­‐0.4Fe-­‐0.2Cr	
  and	
  Zr-­‐0.2Fe-­‐	
  
0.1Cr	
  (two	
  processing	
  
temperatures:	
  580°C	
  (L)	
  and	
  
720°C	
  (H))	
  
Zr-­‐1.0Fe-­‐0.5-­‐Cr	
  
Zr0.6Fe-­‐0.3Cr	
  	
  
	
  

Cubic	
  C15	
  (low	
  processing	
  
Temperature)	
  
and	
  hex.	
  C14	
  (high	
  processing	
  
temperature)	
  Zr(Cr,Fe)₂	
  	
  
	
  

	
   	
   	
  
Zr-­‐Cr-­‐Fe	
  	
  
	
  

Zr0.5Cr,	
  Zr-­‐0.5Cr-­‐0.2Fe,	
  
Zr-­‐1.0Cr,	
  Zr-­‐1.0Cr-­‐0.2Fe	
  

Cubic	
  ZrCr₂	
  and	
  cubic	
  Zr(Cr,Fe)₂	
  	
  	
  
	
  

	
   	
   	
  

Zr-­‐Fe-­‐M	
  	
  	
  
	
  
	
  

Zr-­‐0.6Fe	
  
Zr0.6Fe-­‐0.6Nb	
  
Zr0.6Fe-­‐0.3Mo	
  
Zr1.0Fe	
  	
  
	
  

Othor.	
  Zr₃Fe	
  
β-­‐Nb	
  +	
  	
  hcp	
  ZrNbFe	
  
Cubic	
  ZrMo₂	
  	
  and	
  Ortho	
  Zr₃Fe	
  
Ortho.	
  Zr₃Fe	
  	
  
	
  

	
   	
   	
  
Zr-­‐Cr-­‐M	
  	
  
	
  

Zr-­‐1.0Cr-­‐0.5Fe	
  
Zr1.0Cr-­‐0.5Mo	
  

C14	
  hex.	
  Zr(Cr,	
  Fe)₂	
  
Cubic	
  ZrCr₂	
  

	
   	
   	
  
Zr-­‐Cu-­‐Mo	
  	
  
	
  

Zr-­‐0.5Cu,	
  Zr	
  -­‐0.5Cu-­‐0.5Mo	
  
Zr-­‐1.0Cu,	
  Zr-­‐1.0Cu-­‐0.5Mo	
  

Tet.	
  Zr₂Cu	
  and	
  cubic	
  ZrMo₂	
  
when	
  Mo	
  present	
  

	
   	
   	
  
Reference	
  
Alloys	
  

Sponge	
  Zr,	
  Crystal	
  bar	
  Zr,	
  	
  
Zircaloy-­‐4	
  

No	
  precipitates	
  for	
  pure	
  Zr	
  
hcp	
  c14	
  Zr(Cr,Fe)₂	
  for	
  Zircaloy-­‐4	
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3.1.1 Generating a Digital Microstructure 

The assumption made in this work is that the underlying grain structure of the clad is not 
significantly altered by the relatively low temperatures that it experiences after fuel rod 
fabrication. This is a well-founded assumption and if necessary can be easily tested 
experimentally; however, during normal operation, the cladding is not expected to 
experience temperatures higher than 350oC and the regulatory temperature limit during 
drying after removal from spent fuel pools for cooling is 400oC. Even if off-normal 
conditions subject the cladding to temperatures as high as 500oC, no grain growth, 
recovery, recrystallization or other microstructural evolution is expected to occur. The 
defects formed by neutron irradiation during in-pile service may be modified and will be 
the topic of a later section (reference section). Thus, we use the as-fabricated grain 
structure and texture, and crystallographic texture for the cladding microstructure during 
long-term dry storage. 

Two methods to generate the grain size and shapes were used. The first was using the 
Potts model and the second a software package, Dream3D (Jackson, 2013). The standard 
Potts model, described in detail in other works (Holm & Battaile, 2001; Holm et al., 
1991), was used to generate a topologically-correct, equi-axed 3D grain structure by 
performing grain growth simulations. This equi-axed grain structure was numerically 
elongated in the RD so that grains were 2x longer in the RD as shown in Figure 3.6a. The 
other method used a Dream3D, a free open and modular software package that allows 
users to construct microstructures digitally as shown in Figure 3.6b. The rolled synthetic 
microstructure had an average grain size of 10 µm with a standard deviation of 1µm. 
While there are little data on grain size, there is even less information on grain size 
distributions and their standard deviations. Thus, the choice of standard deviation is 
estimated from existing knowledge of rolled metals. The average elongation in the rolled 
direction of the synthetic microstructure is also 2× as compared to the transverse and 
NDs; this is based on simple measurements of the microstructures from the published 
literature. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
   	
  
	
   	
   (a)	
   	
   	
   	
   	
   	
   (b)	
  

Figure 3.6. Synthetically generated microstructure for Zircaloy-4 using (a) standard Potts 
model and (b) Dream3D. RD, ND and TD are the rolling direction, normal direction and 
transverse direction. 

RD 

ND TD 
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The orientations of the grains were assigned stochastically using the information from the 
Kearns numbers. As noted earlier, the three Kearns numbers give the weighted average of 
the intensity of the basal plane normals oriented in the three principal directions. Based 
on the data presented above, we estimate the frequency ratio of grain basal poles pointing 
in the normal to transverse to RDs to be 3 : 1.5 : 1. A function to approximate these 
frequency ratios with the overall characteristics shown in Figure 3.7 was constructed as 

    Eq. 3-1 

where θ is the rotation around the TD axis and φ is the rotation around the RD axis. The 
function is plotted in Figure 3.7. This distribution is similar to the characteristics given in 
Figure 3.5, but the plotting coordinates are different; Figure 3.5 are pole projections, 
while Figure 3.7 is plotted on orthogonal axes. The basal plane orientation with the 
highest frequency of occurrence is at θ = 30 and φ = 0. This estimate is for model 
demonstration purpose and will be refined and adjusted for the various Zircaloy-4 as 
more specific information becomes available. 

	
  
Figure 3.7. The frequency of basal pole orientation as a function of rotation around the 
transverse direction, θ, and the rolling direction, φ. 

The generation of 3D, synthetic, Zircaloy-4 microstructures has been demonstrated here 
with the well-characterized grain size and shapes, grain texture and crystallographic 
texture to match a data obtained experimentally and published in the open literature. 
These methods can be adapted to generate the underlying microstructure of any Zr-based 
claddings as data on their microstructure becomes available.  

F = 0.9+
.00515(φ − 5)3 − (φ −19)2( )cos(0.78θ )
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3.2 Phase Stability and Thermodynamics of Zirconium-Based 
Cladding 
The hybrid model, as described in Chapter 1, is a rigorous thermodynamic model and 
requires knowledge of the phases present in the system and their free energies as a 
function of composition and temperature. This section describes the phase stability 
diagram of the Zr-H system, the phases that occur in claddings under dry-storage 
conditions, their crystal structures and free energies, as well as the incorporation of these 
materials physics into the hybrid model. 
However, before proceeding to the Zr-H materials system, it should be noted that the 
alloying elements added to the different Zr-based cladding, described in Table 3.1 and the 
resulting second phase precipitates, described in Table 3.2 will not addressed at this time. 
Accurate information about the phase stability and free energy curves of the various 
phases are essential for developing predictive hydride formation and reorientation 
capability. The model minimizes free energy along paths that are determined by the 
starting composition distribution in the microstructure. Thus, it is important to have good 
free energy functions that describe thermodynamics of the system. We will start with 
known free energy curves for the Zr-H system and add the other components with 
information available in the literature and thermodynamic databases. The minor 
components are thought to influence the oxidation behavior, which influences the amount 
of hydrogen uptake. It is not expected to influence the hydride formation and 
reorientation directly, rather details of kinetics and perhaps some morphology as the 
precipitates may influence nucleation sites. These refinements will be added as the details 
become available, but for now, the Z-H will be treated. 

The general phase diagram for Zr-H system has been known since the 1950’s. The 
outlines given by Beck (Beck, 1962) in Figure 3.8 and confirmed by Zuzek et al. (Zuzek 
et al., 1990) in Figure 3.9 as shown below have largely remained unchanged, however the 
structure and stability of the exact phases has been the subject of much debate 
(Northwood & Kosasih, 1983). The α-phase is a hexagonal (HCP) low-temperature phase 
with some solubility of H, which increases with temperature as shown in Figure 3.8 and 
Figure 3.9. The higher temperature phase, β−phase, is stable at temperatures higher than 
the eutectoid and is typically not seen claddings. While the early literature characterized 
it as body-centered cubic (BCC), it now largely accepted to be orthorhombic. As 
hydrogen content increases, the δ-ZrH1.5 phase starts to form (Bradbrook et al., 1972; 
Ells, 1968) and at even higher hydrogen contents the ε-ZrH2 forms. Under certain 
conditions, another metastable phase γ−ZrH has been reported to form (Root et al., 2003). 
These phases and their crystal structures are shown in Figure 3.10, Figure 3.11, and 
Figure 3.12 and will be discussed in more detail in the next section. 
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Figure 3.8. Phase diagram for Zr–H Binary System. 

	
  
Figure 3.9. An early Zr-H phase diagram proposed by Beck (Beck, 1962). 

3.2.1 Generating Free Energies 

While the crystal the equilibrium phases and their crystal structure are well characterized, 
the free energies of the phases are required for simulation of the precipitation by the 
model. We restrict the model to just two components, Zr and H, for now for model 
development and demonstration purposes to make the thermodynamic calculations 
tractable. We consider the two components, Zr-H, in the composition and temperature 
ranges of interest for nuclear fuel applications, the crystal structure and free energies 
were calculated using ab initio calculations using density functional theory (DFT) and 
computational thermodynamics using CALPHAD-type (CALculation of PHAse 
Diagrams) calculations. The supercell total energy calculations with DFT were used to 
determine the crystalline structure of the various Zr-H phases. The DFT calculations were 
based on the generalized gradient approximation for exchange and correlation, and plane 
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waves (Payne et al., 1992). A more detailed description of the computational DFT work 
is provided in a separate report (Glazoff, 2013). 

A self-consistent description of phase equilibria in multi component systems and 
thermodynamic properties of materials was used to bridge between phase equilibria and 
thermodynamic properties of Zr-H. In this work, commercial databases for zirconium 
alloys TTZR1 (ThermoTech Ltd.) and binary alloys TCBIN (ThermoCalc AB) were 
used. These databases and the ThermoCalc version S software were used to generate data 
on the thermodynamic properties of hydrides, in particular, partial molar enthalpy and 
entropy of hydrogen. The obtained results were consistent with the constructed phase 
diagrams and property diagrams. All results were critically evaluated in light of the 
existing experimental data. 
The equilibrium crystalline structures of HCP Zr and its three hydrides are depicted in 
Figure 3.10 and Figure 3.11, respectively. In all cases, the equilibrium lattice parameters 
were determined by total energy relaxation technique of the lattice parameters and 
corresponding atomic positions. 
The low temperature α−phase of Zr has HCP structure characterized by the 2/1 ratio of 
tetrahedral and octahedral interstitial positions per unit cell. The lattice parameters were 
determined in this work as a = 3.2276 Ǻ and c = 5.1516 Ǻ, space group P63/mmc, see 
Figure 3.10. These results are in excellent agreement with experimental data reported in 
the literature. 

	
  
Figure 3.10. Hexagonal (hcp) Zr structure (different views): (a) in the direction 
perpendicular to the (0001) axes; (b) in the direction of the (0001) axes. Zr atoms are 
shown in cyan color; octahedral interstitials are indicated by arrows. 
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Figure 3.11a & b. HCP Zr with a dissolved hydrogen in the (a) octahedral site or (b) forming 
a metastable Zr-H-Zr bond (Glazoff, 2013). 

	
  
Figure 3.12a-c. The compounds (a) γ−ZrH, (b) δ−ZrH1.5 and (c) ε−ZrH2 are orthorbombic, 
cubic and tetragonal respectively. Teal colored spheres represent Zr and while H atoms 
(Glazoff, 2013). 

There are three distinctly different types of zirconium hydride structures described in the 
literature: γ−ZrH, δ−ΖrΗ1.6−1.7 (which occurs as off-stoichiometric, but was modeled in 
this work as ZrH1.5) and ε−ZrH2 (Blomquist et al., 2010). In Figure 3.13, the results of 
first principles calculations yielding the three energy relaxed crystal lattice structures are 
presented. Again these results are in excellent agreement with those reported in the 
literature. 

The values of the Gibbs free energy computed at T=800 K are illustrated in Figure 3.13; 
these values lie in the range from 20,000 J/mol to ~ 8,000 J/mol. This reference range 
will be useful when we discuss existing data on partial molar enthalphy of hydrogen in 
different zirconium alloys, as well as for determining the driving forces of hydride 
formation. The corresponding numerical data are used for phase field calculations of 
zirconium hydride microstructure evolution by fitting these tabulated data and directly 
using the numerical data and will be described later. 
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Figure 3.13. The Gibbs free energy of the several phases in the Zr H system as a function 
of the hydrogen mole fraction at 800 K. The light blue curve, labeled 3, and the dark blue 
curve, labeled 4, are the free energies of the phases of interest, namely α−Zr and δ−ZrH1.5, 
respectively. 

The phase diagram for the hydrogen mole fraction varying from 0 to 0.1 is given in 
Figure 3.14. It provides an estimate of the hydride dissolution at temperature 550°C as 
corresponding to ~0.054 mole fraction of hydrogen. Also, a distinctive feature of this 
diagram is the retrograde solubility above 550°C, with a minimum corresponding to 
~600°C. Again, these results correspond well to the existing experimental data (Ostberg, 
1962; Yamanaka et al., 1997; Zuzek et al., 1990) giving confidence in the 
thermodynamic calculations. 

	
  
Figure 3.14. Portion of the Zr-H phase diagram showing a detailed view at the Zr-rich 
region. 
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The free energy data for the α−Zr and δ−ZrH1.5 phases at 300°C plotted in Figure 3.13 
were fitted using polynomials of the fifth order as shown in Figure 3.15. The fitted free 
energy functions at 300°C are 

  Eq. 3-2 

for the α−Zr phase, and 

  Eq. 3-3 

for the δ−ZrH1.5 phase. The free energies for the γ-ZrH and ε-ZrH2 are included for 
completeness, but not used for the demonstration purposes of this report. The use of just 
the δ−ZrH1.5 phase and its free energy is justified in the next Section 3.3. In addition to 
these fitted polynomials, the model has been developed so that the free energies can be 
directly obtained from the numerical data by local interpolation to the exact composition. 

	
  
Figure 3.15. Free-energy curves for the Zr-H system at 300°C. 

3.2.2 δ-ZrH1.5 Precipitation 

The formation of hydride precipitates in clad is a well-known and well-documented 
phenomenon. Zr-based claddings oxidize while in the reactor as 

Zr + 2H2O → ZrO2 + 2H2 

This reaction produces a surface oxide layer and H2 gas. Some portion, estimated to be 5 
to 20%, of the hydrogen gas released by this reaction is absorbed by the clad and diffuses 
into the clad. The absorption process is typically called hydrogen uptake. Depending on 

Eα−Zr = 2.135026x
5 −16.96998x4 + 7.119466x3 −1.541714x2

−0.297439x + 0.3679003

Eδ−ZrH1.5
= 2.135026x5 − 0.6183701x4 − 0.6586253x3 + 0.6083004x2

−0.4182968x + 0.2992497

0	
  

0.1	
  

0.2	
  

0.3	
  

0.4	
  

0	
   0.2	
   0.4	
   0.6	
   0.8	
   1	
  

Fr
ee
	
  E
ne

rg
y,
	
  x
10
^5
	
  J/
m
ol
	
  

Compositon,	
  H	
  mole	
  FracMon	
  

Hcp-­‐ZrH1.5	
  fieed	
  

Hcp-­‐Zr	
  fieed	
  

Fcc	
  ZrH1.5,	
  calculated	
  

Hcp-­‐Zr	
  calculated	
  



Documentation	
  of	
  Hybrid	
  Hydride	
  Model	
  for	
  Incorporation	
  into	
  Moose-­‐Bison	
  and	
  Validation	
  Strategy	
  
August	
  15,	
  2014	
  

3-­‐17	
  
	
  

the alloy composition, temperature and amount of H absorbed, the H can stay dissolved 
in the cladding or it can precipitate forming zirconium hydride precipitates when the 
solubility limit is exceeded. Neutron irradiation of the cladding during reactor service 
increased the solubility of hydrogen solubility in the α−Zr matrix and depending on the 
composition and microstructure of the cladding, the precipitates may or may not form 
during fuel service in reactor. The morphology of the ZrH1.5 precipitates that form during 
service in reactor is characterized by the needles aligned as shown in Figure 3.16a 
(Hanson et al., 2011; Birk et al., 2012). If the hydrides do precipitate in reactor, they are 
thought to precipitate at defects and grain boundaries that are preferentially aligned along 
the circumferential direction of the clad as shown in Figure 3.16. The circumferentially 
oriented hydrides form in reactor when the internal stress applied by the swelling fuel is 
countered by the coolant pressure. When the used fuel rods have completed their service 
life, they are stored in cooling pools for some years. The temperature of the claddings is 
much lower while in the spent fuel cooling pools and hydride precipitates definitely form 
during this phase with the circumferentially oriented hydrides as shown in Figure 3.16. 
When the storage pool approaches capacity, the assemblies are transferred to dry storage 
casks. Before sealing, they go through a drying operation where the decay heat of the fuel 
is not cooled and the fuel assembly temperature is allowed to reach as high as 400oC. 
During the drying stage, due to the temperature increase, some of the hydride 
precipitates, shown in Figure 3.16, redissolve into the zircaloy clad. Upon cooling and 
subsequent dry-storage, the hydrides reprecipitate but are reoriented along the radial 
direction as shown in Figure 3.17. The alignment is due to the stress state of the clad. 
With the coolant no longer applying a compressive stress, the swelled fuel pellets cause a 
tensile hoop stress in the clad. The hydride precipitates form perpendicular to this hoop 
stress. This orientation is undesirable as the oriented precipitates act as stress 
concentrators and may lead to fracture of the clad during long-term storage. The phases, 
composition and morphology of the hydride precipitates have been the subject of many 
studies; they will be reviewed briefly here and the model development to incorporate 
these hydride characteristics will be described. 

	
  

Figure 3.16. ZrH precipitates in zircaloy cladding have a characteristic morphology. They 
align themselves to form platelets in the radial direction of the cylindrical clad. 

300 um 
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Figure 3.17. The ZrH precipitates have oriented themselves in the axial direction due to the 
hoop stresses present in the clad. 

In Section 2.2.1, the first-principles and thermodynamic calculations show three phases 
of zirconium hydride with free energies that are close together as seen in Figure 3.13. 
Their minima occur at similar compositions and the free energy curves intersect with no 
hydride phase having a dominant energy advantage over the others. While the free energy 
data shown in Figure 3.13 are for a temperature T = 300oC, the free energies for T = 350 
and 400oC are very similar. Furthermore, all three phases have been observed under 
different conditions and there are some contradictory data suggesting that δ–ZrH1.5 may 
not be the hydride phase that is precipitating as described later in this section. After 
careful review of the published data, for this demonstration, we have chosen to not 
simulate the γ−ZrH and ε−ZrH2 phases and thus their free energies and phase structures 
are not included in the model. However, the thermodynamic data and model capability is 
being developed, so that should the presence and behavior of the γ−ZrH and ε−ZrH2 
phases become significant to hydriding of Zr-based claddings, they can be included. This 
choice to discard γ−ZrH and ε−ZrH2 phases is justified in the following. 
As already described, at reactor-operating temperature, the zirconium cladding absorbs 
hydrogen and forms hydride precipitates when the hydrogen solubility limit is exceeded. 
The zirconium matrix is the HCP α phase (P63/mmc, a = 3.2276 Å and c = 5.1516 Å) 
with one Zr atom at (0.333, 0.666, 0.25). For the sake of simplicity, the other alloying 
elements are ignored. At reactor fuel cladding temperature, which are typically 340°C at 
the outer tube diameter and ~370-380°C at the inner tube diameter, the hydrogen 
solubility ranges between 100-150 wt. ppm (Kearns, 1967; Motta & Chen, 2012).  

Below 550°C, three hydride phases have been experimentally observed in the phase 
diagram of the zirconium-hydrogen system over the composition range 0-60 at.% of 
hydrogen: the stable face-centered cubic (FCC) δ-ZrH1.6-1.7 typical has Zr/H ratio of ~1.66 
(CaF2 prototype structure with space group Fm3- m; a = 4.778 Å; V = 109.07 Å3 as 
shown in Figure 3.12b) (Beck, 1962) the stable face-centered tetragonal (FCT) ε-ZrH1.74-2 
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(ThH2 prototype structure with space group I4/m mm; a = 4.9689 Å, c = 4.4497 Å as 
shown in Figure 3.12c) (Zuzek et al., 2000), and the metastable ordered FCT γ-ZrH 
(space group P42/n; a = 4.596 Å, c = 4.969 Å; V = 103.72 Å3) (Sidhu et al., 1963). More 
careful characterization by inelastic neutron scattering of ZrH showed that the γ-phase 
possesses a small orthorhombic distortion (space group Cccm; a = 4.549 Å, b = 4.618 Å, 
c = 4.965 Å as shown in Figure 3.12a) (Kolesnikov et al., 1994). Despite multiple recent 
attempts to synthesize the pure phase γ-ZrH (Bashkin et al., 1992; Kolesnikov et al., 
1994), no one has successfully produced a bulk specimen consisting entirely of the γ-
hydride phase, even when hydrogenating specimens to 1:1 stoichiometric composition of 
this phase. This observation seems to confirm the metastable character of the γ-hydride 
phase at temperature below the eutectoid temperature. The FCT ε-hydride phase is 
usually not formed for hydrogen compositions in zirconium alloys of practical interest in 
nuclear applications (Puls, 2012), and is therefore not of direct interest for the topic of 
this report. Recently, it was also suggested by Zhao and coworkers (Zhao et al., 2008) 
that another metastable coherent trigonal phase dubbed ζ, with probable stoichiometry 
ZrH0.25-0.5 and ZrH0.5 being the most frequent composition (space group P3m1; a = 3.3 Å, 
c = 10.29 Å), could exist based on results from electron precession microdiffraction and 
electron energy loss spectroscopy, however this phase has not yet been confirmed by 
other research groups. The exact nature, role and occurrence of the γ-phase within the α-
Zr matrix remains controversial (Lanzani & Ruch, 2004). They reported stable δ phase 
and metastable γ−phase differ only in the degree of ordering of the hydrogen atoms on 
tetrahedral sites, which in turn affects the hydride composition. In the δ phase, four H 
atoms randomly occupy the eight available tetragonal (0.25, 0.25, 0.25) sites, while in the 
γ−phase hydrogen atoms occupy the tetrahedral sites on alternating (110) planes (Zr 
atoms are at the (0.25, 0.25, 0.25) sites and H atoms at (0, 0, 0) and (0, 0, 0.5)). 
Metallographic studies of specimens in the composition range ZrH1.47–1.57 showed that the 
γ-hydride phase appeared as banded precipitates of lenticular shape embedded in the 
majority δ-hydride phase (Barraclough & Beevers, 1970). These specimens showed some 
structural instability since re-examination of these specimens after 6 months revealed 
additional γ-hydride precipitates formed at the α/δ boundaries while small, globular 
precipitates of α-Zr were found at the δ grain boundaries (Puls, 2012). The 
metallographic evidence obtained by Barraclough and Beevers (Barraclough & Beevers, 
1970) indicates that the γ-hydride phase forms in δ-hydride by a shear mechanism, with 
the banded structure indicating that this shear is relieved by alternate twinning of the 
lattice in opposite directions. The suggestions by both Beck (Beck, 1962), and 
Barraclough and Beevers (Barraclough & Beevers, 1970) that the formation of the γ- 
hydride phase (and the ε –hydride phase) in δ-hydride occurs essentially by a martensitic 
type transformation are supported by the analyses and experimental results of Cassidy 
and Wayman (Cassidy and Wayman, 1980a, 1980b). However, in contrast to a strictly 
diffusionless martensitic transformation, these invariant plane strain transformations must 
be accompanied by a change in hydrogen composition. The need for a composition 
change creates some uncertainty in their analyses to determine the habit planes of the 
product γ-hydride precipitates (and ε-hydride precipitates) of these transformations as it is 
not clear if the composition change occurs before, during or after the transformation. In 
recent years, contradictory statements have emerged concerning the stability of the γ-
phase and possible phase transitions between the δ- and γ-phases: for example, 
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Steuwer and coworkers (Steuwer et al., 2009) suggested, based on X-ray diffraction 
observation, that a δ → γ stress-induced martensitic transformation occurs via ordering of 
the hydrogen atoms, akin to a Snoek-type relaxation, while the conventional view is that 
if the metastable γ-hydride phase forms at all, it transforms into the stable δ phase, i.e., γ 
→ δ (Northwood & Kosasih, 1983; Lanzani & Ruch, 2004). Some of these controversies 
may be ascribed to the fact that conventional laboratory-based techniques used in the 
study of these hydride phases are essentially surface techniques. They provide very little 
information about the micromechanical properties of the hydrides, their crystallography 
and their relationship with the matrix in the bulk (Une et al., 2004), where additional 
constraints are likely to change any transformation properties compared to those 
occurring at the surface. As pointed out by Lanzani and Ruch (Lanzani & Ruch, 2004), 
the elusive metastable γ-phase is observed mostly after rapid quenching of the Zr alloy 
sample (e.g., >10 K min–1) (Bradbrook et al., 1972; Ells, 1968), but eventually 
transforms into the δ-phase at temperatures in excess of 150°C (Nath et al., 1973). Based 
on their experimental results, as well as on previous experiments, these authors also 
concluded that γ is indeed metastable in typical nuclear-grade zirconium alloys such as 
Zircaloys, while it might be stable in higher purity zirconium (>98-99%), as proposed 
earlier by Beck (Beck, 1962) and Mishra and co-workers (Mishra et al., 1972). 

Indeed, recent experimental investigations of Zircaloy-4 showed that only the δ hydride 
phase is present in this material over a large range of temperature and hydrogen loading 
relevant to nuclear application (Kiran Kumar et al., 2010; Santisteban et al., 2010). Since 
the purpose of the present research is to investigate nuclear-grade zirconium alloys, this 
study can be limited only to the study of the formation, evolution and properties of the 
stable δ-phase within the α-Zr matrix.  

Numerous studies have reported that the δ–ZrH1.5 phase grows into grains along 
particular habit planes of the α-Zr matrix and various habit planes have been proposed: 
the prism plane of {101 ̅0} (Liu et al., 2008), the pyramidal plane of {101 ̅1} (Une & 
Ishimoto, 2009), the basal plane (0001), {101 ̅7} (Westlake, 1968; Roy & Jacques, 1969), 
and twinning planes of {101 ̅2}, {112 ̅1} and {112 ̅2} (Kunz & Bibb, 1960) of the HCP 
α-Zr matrix. However the most commonly reported orientation relationship between 
matrix and precipitate has been (0001) α-Zr//(111) δ-ZrH1.5 orientation relationship (Ells, 
1968; Perovic et al., 1983). Recently, EBSD characterization of textured Zircaloy-4 
sheets showed that the hydrides and the matrix have the (0001) α-Zr//(111) δ-ZrH1.5 
orientation relationship at all locations sampled (Kiran Kumar et al., 2010). The 
orientation of the precipitate phase with respect to the matrix is illustrated in Figure 3.18, 
note the precipitates grow in the basal plane with the direction [11-20] α-Zr // [1-10] δ-
ZrH1.5.  
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Figure 3.18. A schematic diagram showing the orientation of δ-ZrH1.5 precipitates with 
respect to the α-Zr matrix grain (IUCR, 2014; Li et al., 1999). 

Another, key feature of the δ-ZrH1.5 precipitation in α-Zr is that a volumetric dilation of 
17% occurs. The exact strain accompanying the α-Zr to δ-ZrH1.5 transformation has been 
calculated from the lattice parameters of the two phases (Carpenter, 1973) to be 

𝜀 =
0.048 0 0
0 0.048 0
0 0 0.072

	
  

As the largest strain occurs orthogonal to the basal plane of the α-Zr and the smaller 
strains occur in the basal, but orthogonal to each other, the precipitates have been thought 
to be disc-shaped. The literature overwhelmingly refers to the δ-ZrH1.5 precipitates as 
platelets. However, almost all the TEM micrographs published in the open literature 
show needle-like precipitates as shown in Figure 3.19 and Figure 3.20 (Perovic et al., 
1982). However, the discussion of precipitate shape in the literature continues to suggest 
that the individual precipitates are platelets. 
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Figure 3.19. Preferential precipitation of hydrides on grain boundaries shown in SEM (left) 
and schematically (right) (Ells, 1968).  

	
  
Figure 3.20. ZrH1.6 precipitates with needle-like morphology align to form a larger plate 
(Perovic et al., 1983). 

3.2.3 Modeling δ-ZrH1.5 Precipitation 

Generalizing the equation of state to multiple components: The hybrid model is 
described in detail in Chapter 1 for a simple two-component, two-phase materials 
systems. In this section, we develop it further to generalize it to apply to more complex 
materials system. The framework of the model will be described and it will be left in a 
state that can be further developed in the future to add the complexity of thermodynamic, 
kinetic and crystallographic behavior specific to hydride precipitation in Zr-based 
claddings. We start with the hybrid equation of state, Equation 2-5 in Chapter 2 is 
repeated here for convenience. 
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    Eq. 3-4 

This equation gives the total free energy of the system at each volume element or pixel as 
a function of its local microstructure and composition. The first term, Ev, is the 
volumetric chemical free energy as a function of the local phase qi and composition Ci 
would be calculated using Equations 3-2 and 3-3 for the α-Zr matrix and δ-ZrH1.5 
precipitate, respectively. Or alternatively, Ev would be looked up and interpolated using 
the numerical data described in Figure 3.15. The second two terms define the interfacial 
energy at either a grain boundary between α-Zr grains or the interface between α-Zr 
matrix and δ-ZrH1.5 precipitate. The J term gives the energy associates with the 
microstructural change at the interface and the κc(∇Ci)2 term gives the energy associated 
with the compositional gradient at interfaces. While this thermodynamic description of 
the volumetric free energy works well, we have generalized it to enable its extension to 
multiple components in the following way. Instead of using kinetic compositional 
evolution equation given in Equation 2-7, we use the more general form 

        Eq. 3-5 

where C is the phase-field representing the composition, M is the mobility and E is the 
total free energy, previously given by Equation 3-4, and t is time. However, an 
alternative method to define and calculate the volumetric free energy, Ev, for a binary 
system with two components and two phases is 

        Eq. 3-6 

where µ1 and µ2, are the chemical potential of components 1 and 2, respectively, in that 
phase. This change was motivated to ensure that the model can be developed to 
incorporate more complex chemistry and phases of Zircaloys, as this information is 
generated. This formulation is more flexible as it can be generalized to multiple 
components as (Cogswell & Carter, 2011; Cox et al., 2013) 

𝑬𝒗 = 𝝁𝒊𝑪𝒊
𝒒
𝒊!𝟏          Eq. 3-7 

Using mass conservation C1 + C2 = 1 and substituting for in Equation 3-6, one gets 

        Eq. 3-8 

When the free energy is known, the chemical potentials of the component 1 and 2 in a 
given phase can be shown to be 

Ehybrid = Ev (qi,Ci )+ J(qi,qj )
j=1
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        Eq. 3-9 

The free energy E in Equation 3-9 is calculated using either Equation 3-2 or 3-3, 
depending on the local phase. Or, it is interpolated using the numerical data generated by 
Thermo-Calc calculations directly. In addition to the volumetric free energy, an 
interfacial free energy Ei term exists in the traditional phase field model 

         Eq. 3-10 

The variational derivative of the total free energy with respect to composition is 

         Eq. 3-11 

To reiterate, the complete definition of the chemical potential is used in Equation 3-8 in 
anticipation of additional components and phases to be treated in the future. Thus, 
evolution of the composition is treated by Equation 2-4 using the variational derivative 
in Equation 3-11 with the free energies of the two phases, α-Zr and δ-ZrH1.5 given by 
Equations 3-2 and 3-3. 
With this basic change to the hybrid model, the remainder of the developments and 
adaptation will be described next. The microstructure of the zircaloy matrix and hydride 
precipitates is evolved using Monte Carlo Potts techniques. The microstructural feature or 
state is identified by a unique integer identifier q that designates a discrete quantum of 
material of a particular orientation and phase occupying that site. This set of states q’s 
evolves to simulate microstructural evolution to minimize the overall free energy of the 
system along particular microstructural paths. Individual changes to the state q at all the 
sites are attempted. The change is carried out using the Metropolis algorithm. The 
probability of the change P is calculated using Boltzmann statistics, where the probability 
of change is a function of the change in energy ΔE, i.e., 

      Eq. 3-12 

The change in energy, ΔE = Efinal – Einitial, is calculated using Equation 3-4. If the 
probability P = 1, the change is carried out. If P < 1, then a random number R that is 
evenly distributed from 0 to 1 is chosen. If R ≤ P, then the site is changed to its new state. 
In this way, the microstructure is evolved, while it is directly coupled to the 
compositional evolution through the equation of state given by Equation 3-4. The units 
of time in the simulations are MCS; 1 MCS is when each site in the simulation has 
attempted a change. After each MCS, the composition of the system is evolved using 
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Equation 3-5 at each grid point of the same grid used for the microstructural evolution. 
A simple Euler solution with forward differentiation in time to the partial differential 
equation was implemented. 

δ-ZrH1.5 precipitate crystallography and shape: The first two characteristics of δ-
ZrH1.5 precipitation behavior to be implemented in the model were the crystallographic 
alignment and the needle-like shape of the precipitates. The crystallographic alignment of 
the precipitates with the matrix as shown in Figure 3.18 with the precipitates aligned in 
the basal plane as (0001) α-Zr//(111) δ-ZrH1.5 and direction of the two crystals aligned 
with [11-20] α-Zr // [1-10] δ-ZrH1.5 was incorporated in the model by assigning 
orientation to the α-Zr grain in the three different spatial directions, namely, the basal 
plane of each grain is defined by its normal and then the three [11-20] directions in that 
plane are assigned. These directions, at 120o to each other, are selected at random within 
each plane. Thus, a precipitate that nucleates will have an energetic penalty to grow in 
any other direction. This condition is introduced by modifying Equation 3-12 to 

    Eq. 3-13 

where EP is the energy cost for a hydride precipitate to grow in any other direction than 
the three favored directions. While it is not yet clear if the growth of the δ-ZrH1.5 
precipitations in these favored directions is thermodynamically driven to lower its overall 
energy or kinetically driven by fast growth in that particular direction, for the purposes of 
this demonstration the former is chosen. However, the kinetically favored 
crystallographic alignment is unlikely as the volumetric strain described in the previous 
section suggests an energetically driven process. If necessary, the model can be easily 
adjusted to make the growth direction favored by kinetics by introducing a mobility term 
M before the exponent that is a function of orientation ω as M(ω) and deleting the 
energetic term EP. The needle-like shape of the precipitate was incorporated by selecting 
a growth rate G that is much faster in the [11-20] directions, when ω = 0, 120 and 240o. 
The model was finally modified so that the precipitate growth is governed by  

P =G(ω)exp −
ΔE +ΔEP

kBT

#

$
%

&

'
( for ΔE +ΔEP > 0

P =G(ω) for ΔE +ΔE ≤ 0, P =1
  Eq. 3-14 

δ-ZrH1.5 precipitation in a single crystal of α-Zr: The first simulation to be performed 
with the crystallographic alignment and needle-like precipitates was in a single crystal of 
α-Zr with periodic boundary conditions in all three directions. The starting composition 
of the single crystal is a supersaturated solution of H in the α-Zr matrix and allowed to 
come to equilibrium by nucleation and growth of the δ-ZrH1.5. Nucleation sites are 
randomly chosen in the single crystal and the nucleation rate is constant. The constant 

P = exp −
ΔE +Ep

kBT
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( for ΔE +EP > 0

P =1 for ΔE +EP ≤ 0
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nucleation rate is implemented by simply attempting nucleation of a δ-ZrH1.5 precipitates 
at randomly selected site. The nucleation occurs if the Metropolis algorithm with the 
probability given by Equation 3-13 is successful. The simulated growth of δ-ZrH1.5 
precipitates in a single crystal of α-Zr is shown in Figure 3.21 from two different angles, 
looking down at the basal plane and at an oblique angle. All precipitates that nucleated 
and grew are imaged. The different colors simple designate different precipitates. Thus 
contiguous features of the same color are a single precipitate. 

	
  
Figure 3.21. Growth of hydride precipitates in a single crystal of α-Zr. The same set of 
precipitates is shown from two different directions. As one can see the precipitates are 
needle-like in shape and have three different orientations in the same plane. 

δ-ZrH1.5 precipitation in a polycrystalline of α-Zr: A polycrystalline microstructure 
generated by normal grain growth, shown in Figure 3.22, is topologically correct with 
grain boundaries and grain vertices having correct connectivity. It is also equi-axed as 
would be expected for normal grain growth. The grains are randomly oriented, but the 
precipitates within each grain are oriented in the basal plane along the preferred growth 
directions. This version of the simulation used the simpler definition of the variational 
derivative of the free energy,  

€ 

δE
δC

=
dEv

dC
+κ∇2C

        Eq. 3-15 

with quadratic fitting of the free energy curves in Figure 3.22. Again, periodic boundary 
conditions in all three directions were used. The starting composition was a 
supersaturated solution of H in α–Zr with uniform distribution of H in the microstructure. 
δ–ZrH1.5 precipitates grew by nucleation and growth with the crystallographic growth 
preference and needle-like shape described earlier in this section. Nucleation of 
precipitates was attempted at randomly selected sites at a constant nucleation rate. The 
resulting precipitate growth is shown in Figure 3.23 from two different angles. All the 
precipitates in the polycrystalline are shown. As one can see, the orientation of the 
precipitates is not regular as seen in Figure 3.21, where all the precipitates form within a 
single grain. In this simulation, the precipitates in Figure 3.23 within each grain align 
themselves in the three preferred directions of the basal plane, but the basal plane 
orientation changes from grain to grain, thus the precipitates in the overall structure have 
many different orientations. 
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Figure 3.22. Starting microstructure for the hydride precipitation simulations. 

	
  
Figure 3.23. All in the precipitates in the polycrystalline are imaged and shown from two 
different angles. 

Effect of stress on δ-ZrH1.5 precipitation in a polycrystalline of α-Zr: Another 
simulation was performed from the same underlying cladding microstructure (shown in 
Figure 3.22), one with a constant, uni-axial stress applied. Since the model is not yet 
coupled to a mechanics model, the stress applied was a simple, constant, uni-axial tensile 
stress that did not change with the nucleation and growth of precipitates. The hybrid 
model is an energy minimization model and tensorial quantities such as stress and strain 
cannot be directly incorporated. The stress was introduced in the simulation by adding a 
strain energy term Es to the free energy given in Equation 3-4. The strain energy of the 
precipitate was related to the direction of applied stress as 

         Eq. 3-16 

where ε is a constant and is a function of the applied stress and strain accompanying 
hydride nucleation or growth and φ is the misorientation angle between the direction of 
the applied stress and precipitate growth direction. Note in this method of calculation, 
precipitates that are perpendicular to the applied stress direction have an energetic 

Es = ε sin(φ − 45)
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advantage to nucleate and grow; while those parallel to the applied stress have an 
energetic penalty and those at 45o are not affected by the applied stress.  

The results of these simulations are shown in Figure 3.24, all precipitates are imaged at 
the same two angles as that in Figure 3.23. By careful examination of Figure 3.23 and 
Figure 3.24, it can be seen that there are some precipitates that are oriented vertically in 
Figure 3.23, the simulation with no applied stress; while there are no precipitates that are 
oriented vertically in Figure 3.23, simulation with an applied tensile stress in the vertical 
direction. Furthermore, there are more precipitates that are oriented more than 45 o from 
the applied stress direction and these appear to be longer. This is supported by an analysis 
of precipitate size distribution for the two cases of applied stress and no stress, shown in  

Figure 3.25. The same data are plotted on a log scale and linear scale for the number of 
precipitates of a given size. The linear plot shows that in the case where there is no stress 
in the cladding sample, many small precipitates are present. The log plot shows that the 
cladding with uniaxial stress applied consistently has more precipitates that are larger. It 
is clear why a larger number, but smaller precipitates formed when no stress was applied 
in the simulations; since a smaller number of precipitates that are favorably oriented 
nucleate and grow, the hydrogen diffuses preferentially to these sites allowing them to 
grow larger. A review of the literature did support the biased orientation of the 
precipitates as expected; however, no experimental evidence was found to support the 
observation that the precipitates may be larger when perpendicular to the applied stress. 
This may be due to the fact that this aspect of precipitate growth has not been examined 
experimentally or it may be that other factors such as the compressive stress field that, no 
doubt, forms around the precipitates may limit their growth under any stress condition. A 
more evolved model that can couple the local micro-stresses may be able to answer these 
questions. 

	
  
Figure 3.24. The same simulation was run with an uni-axial, constant stress applied. 

Applied 

stress 
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Figure 3.25. Precipitation size distribution in a polycrystalline Zr-matrix with randomly 
oriented grains for the case of no applied stress and application of a constant, uni-axial 
stress. The same data are shown on a log- and normal-plots. The log plot shows the data 
more clearly for larger needle sizes and the linear plot shows the data more clearly for the 
smaller shorter needles. 

The results presented in Figure 3.23, Figure 3.24, to Figure 3.25 are consistent with 
expected behavior for needle-like δ-ZrH1.5 precipitates forming in an α-Zr matrix. The 
crystallographic orientation of the precipitates in the matrix has been demonstrated. The 
methodology for incorporating stress effects on nucleation and growth of the precipitates 
has also been demonstrated. Furthermore, the model accurately shows that when fewer 
precipitates can nucleate, the individual precipitate grow larger in size as diffusion of H 
preferentially occurs to the nucleated precipitates. These results verify that the hybrid 
model with these physics is working correctly. 

Incorporation of grain geometric and crystallographic texture: A second set of 
simulations used the rolled microstructures generated as described in Section 3.1.1. In 
these simulations the grains had an average elongation of 2× in the RD as compared to 
the transverse and NDs and the α−Zr grains have orientation with preferred orientation of 
the basal poles with frequency given by Equation 3-1 and Figure 3.7. The simulation 
used periodic boundary conditions in all three directions. The starting composition was 
over-saturated with all the hydrogen dissolved in the α−Zr matrix at a temperature of 
400oC, the temperature was reduced to 300oC and held constant during the simulation. 
The nucleation attempt rate was constant throughout the simulation. The results of this 
simulation are presented in this section. Relatively small simulations with limited number 
of grains were performed to demonstrate model capability. The microstructure generated 
using Dearm3D, shown in Figure 3-26, has elongated grains in one direction and not in 
the others. This orientation is selected for illustration purposes. 
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Figure 3.26. Input microstructure with basal orientation stochastically assigned using 
Equation 3-1 for small simulations with seven grains. The grains are elongated in the X-
direction, which is also the rolling direction for the purposes of this illustration. 

Two different simulations using this rolled starting microstructure were performed and 
are shown here. In one, the nucleation sites are predominantly near the grain boundary as 
observed experimentally (Bradbrook et al., 1972; Ells, 1968; Qin et al., 2011). In this 
simulation, probability of a nuclei forming near a grain boundary is 80% and anywhere in 
the microstructure, the probability is 20%. In the other simulation, the nucleation sites for 
precipitates can occur with equal probability anywhere in the grain structure; in other 
words, nucleation sites such as dislocation loops are evenly distributed. The nucleation 
and growth of precipitates with preferred nucleation sites at grain boundaries is shown in 
Figure 3.27. The same microstructures are shown from two different angles, an oblique 
angle and one along the RD of the cladding. As noted before, the nucleation attempt rate 
is constant. In the early stages, nucleation and growth occur concurrently, that is to say as 
nuclei are forming they start to grow immediately, while other nuclei continue to form. In 
the intermediate stages, nucleation decreases and the growth of the precipitates 
dominates. At the end, the exiting nuclei continue to grow with virtually no new nuclei 
forming until hydrogen in the matrix is depleted to its solubility limit. This behavior is 
expected; although the nucleation attempt rate remains constant, the success rate of 
nucleation will continually decrease as the matrix is depleted of hydrogen. As the matrix 
is depleted of hydrogen, the driving force for nucleation will also decrease. The view 
shown in Figure 3.27d, e and f, looking down the RD roughly orthogonal to the grain 
boundaries, clearly shows that precipitates are nucleating and growing primarily near 
grain boundaries. While it is not clear from these pictures, precipitates do not cross grain 
boundaries as the crystallographic direction changes in the neighboring grains. This is 
consistent with the fact that precipitates grow along particular crystallographically-
favored directions. The growth of precipitates in this demonstration is controlled by 
diffusion of hydrogen to the precipitates. Diffusion-limited kinetics in this model has 
been investigated for simple geometries in previous work, reviewed extensively in 
Chapter 1, and shown to be simulated correctly. 
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Figure 3.27a, b, and c. Nucleation and growth of δ-ZrH1.5 precipitates at time = 3, 27 and 
520 Monte Carlo Steps (MCS). Nucleation sites are at predominantly at grain boundaries, 
which is very clearly illustrated in d, e and f. where the same precipitates seen in a, b and c 
are imaged, but now looking down the rolling direction. The inset between c and f is 
provided to show the grain boundaries at the surface of the sample and is the same 
microstructure shown in Figure 3.26. 
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Figure 3.28. The distribution of hydrogen on the surfaces of the microstructure. Unlike, the 
precipitates only the hydrogen content on the surfaces can be imaged. Hydrogen 
concentrations are highest in the δ−ZrH1.5 precipitates and the matrix is depleted.  

Since, we assume that the kinetics of precipitation growth is controlled by hydrogen 
diffusion from the matrix to the precipitate, the distribution of hydrogen in the matrix 
should be highest in regions away from the precipitate, decrease as the precipitate surface 
is approached and then increase sharply at the precipitate surface. This distribution is 
clearly shown in Figure 3.28, the distribution of hydrogen in the rolled microstructure 
corresponding to precipitates in Figure 3.27c. The hydrogen concentration is highest in 
the precipitates and corresponds to a stoichiometry of ZrH1.6, which is very close to that 
observed experimentally. The composition of the δ−ZrH1.5 precipitates in Figure 3.28 is 
off-stoichiometry, which shows that the hybrid model is working correctly. While the 
minima in the free energy for the δ−phase is at ZrH1.5, the tangent construction giving the 
composition of δ-phase at equilibrium with the α−Zr matrix is higher in hydrogen content 
at ZrH1.6. Again this is verification that the model is correctly simulating the composition 
evolution accompanying the phase transformation of α−Zr with dissolved H to δ−ZrH1.5.  
The hydrogen content in the matrix is depleted with the highest depletion close to the 
precipitate surface and increases in the matrix away from precipitates. This type of 
compositional profile is expected in diffusion-controlled phase transformation such as in 
the one being simulated here. In order to show the hydrogen distribution more clearly, the 
hydrogen distribution in a 2D slice through the cladding shown in Figure 3.27 and Figure 
3.28 is shown in Figure 3.29, grain structure with precipitates is shown in Figure 3.29a, 
with the corresponding hydrogen distribution in Figure 3.29. The red features are the 
precipitates in the microstructure in Figure 3.28a and the high hydrogen content of the 
hydrides in Figure 3.29b. The composition distribution shows high H-content in the 
precipitates, as expected, with a sharp decrease in hydrogen in the matrix immediately 
surrounding the precipitate and a gradual increase in regions away from the precipitate. 
Since this is a 2D slice through the 3D microstructure, the regions with depleted 
hydrogen in Figure 3.29b without corresponding precipitates in the same locations in 
Figure 3.29a are near precipitates either above or below the slice that is imaged here. It 
worth noting that in these simulations diffusion-controlled kinetics is assumed for the 
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purpose of demonstrating the model; however, should interfacial-reaction be identified 
later as the limiting process for precipitate growth, the code for this process has already 
been written and verified. 

	
  
Figure 3.29. A slice through the microstructure shown in Figure 3.27 and Figure 3.28. (a) 
the grain structure shown in blue with red precipitates and (b) the composition 
corresponding to this slice. The red in (b) are regions of high hydrogen content as shown 
in the scale to the right, which is where the precipitates are located. 

The simulation showing nucleation of hydride precipitates randomly distributed in the 
microstructure with equal probability of occurring anywhere is shown in Figure 3.30. 
Again, a similar trend is seen. At first nucleation events predominate and as these first 
nuclei grow, others precipitates continue to nucleate at a slower rate and finally growth of 
exiting precipitates dominates. This occurs for the same reason as before, the driving 
force for precipitate nucleation decreases with decreasing hydrogen content in the matrix. 
The hydrogen composition gradients in the microstructure are consistent with diffusion-
controlled precipitate growth as shown in Figure 3.31. As noted before, precipitates do 
not cross grain boundaries as the crystallographic orientations in adjacent grains change. 
While the overall hydride precipitation behavior is similar between the two cases, the 
precipitates grow more quickly in the spatially randomly nucleating precipitates as shown 
in Figure 3.32, a comparison of total precipitate formation by precipitate volume for the 
two cases considered. The precipitate formation growth for the randomly distributed 
nuclei is faster than for the precipitates that nucleate near the grain boundaries. This 
difference in behavior is explained by the diffusion distance for hydrogen. As the 
precipitates cluster near the grain boundaries, the diffusion distance for hydrogen from 
the grain centers to the precipitates becomes longer, thus increasing diffusion times and 
reducing the rate of precipitate nucleation and growth. Again, this is consistent with 
diffusion-controlled precipitate growth kinetics. 

a b 
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Figure 3.30. Nucleation of precipitation in this simulation occurs with equal probability in 
any location. Precipitates at time = 5 and 330 MCS are shown here. The subsequent 
growth is controlled by diffusion. 

	
  
Figure 3.31. The distribution of hydrogen in the microstructure for the simulation results 
shown in Figure 3.30. 
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Figure 3.32. A comparison of total precipitate formation for the two cases where 
nucleation occurs randomly with uniform probability anywhere in the grains and 
nucleation occurs preferentially at the grain boundaries.  

3.3 Summary and Conclusions 
The simulation of δ-ZrH1.5 precipitation in α-Zr matrix by nucleation and growth in a 
Zircaloy-4 microstructure has been developed and demonstrated using the hybrid Potts-
phase field model. All the basic microstructural evolution processes necessary to 
simulation hydride precipitation were incorporated into the model and demonstrated. The 
results of the model show good qualitative agreement with experimental observations. 
The underlying microstructures of Zr-based claddings can be computationally generated 
to match the available experimental data on the specific systems; this capability was 
demonstrated on rolled Zircaloy-4 microstructure with geometric elongation and 
crystallographic orientation to match the data available about these features. The 
thermodynamic free energies were obtained using CALPHAD-type calculations for α-Zr, 
δ-ZrH1.5, γ-ZrH and ε-ZrH2 phases. The calculated free energies for α-Zr and δ-ZrH1.5 
phases were used for the hydride precipitate formation simulations. At the present time, 
the other two hydride phases, γ-ZrH and δ-ZrH2, were not considered in the precipitation 
simulations, since a review of experimental data indicated that these do not contribute to 
hydride formation in the claddings during dry storage conditions. The model uses the full 
chemical potential of the two phases with both components in preparation for the more 
complex compositions that will be simulated in the near future. The phase transformation 
from α-Zr to δ-ZrH1.5 leading to precipitation by nucleation and growth of precipitates 
can be simulated. The nucleation rate and subsequent growth of the precipitates is 
controlled by diffusion of hydrogen. The growth of the precipitates occurred in 
energetically favorable crystallographic directions. While it is not clear that the growth 
occurs in particular directions due to thermodynamics of the precipitate growth, this 
method was chosen for demonstration. However, should the kinetics of precipitate 
growth prove to be the controlling factor that determines the precipitate growth, the 
model can be modified to simulate the kinetic mechanism. The needle-like shape of 
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precipitates was incorporated by biasing the growth rate in the long direction. The 
nucleation sites of the precipitates, dislocation loops or other defects, can be distributed 
to match those in the actual materials. We have demonstrates this by allowing nucleation 
to occur with equal probability anywhere in the grains or predominantly near grain 
boundaries. Lastly, the effect of applied stress on orienting the precipitate growth was 
demonstrated. While a very simple, constant, uni-axial stress was used to simulate the 
preferred growth, it is sufficient to demonstrate the model capabilities. A true micro-
mechanical model that can calculate the local complex stress resulting from precipitate 
growth will be incorporated in the near future.  
The hydride growth and reorientation model is built as an extension module for 
SPPARKS. SPPARKS (Plimpton et al., 2009; SPPARKS) is an acronym for stochastic 
parallel particle kinetic simulator. SPPARKS is a kinetic Monte-Carlo (KMC) code that 
has algorithms for both rejection-free KMC and rejection KMC also called Metropolis 
Monte Carlo. SPPARKS is distributed as an open source code. It is highly versatile, 
supports a number of different applications, can be extended to add new functionalities 
and is able to run in serial or in parallel. The parallel version uses the MPI to perform 
concurrent computations over all processors while minimizing communication overhead 
between processors. The necessary solvers for treating the partial differential equation 
Equation 3-5 are incorporated into the hydride extension module within SPPARKS. 
The development of the hybrid model, the methodology to generate and input the initial 
microstructure, the methodology to generate free energies as a function of composition 
and temperature to simulate hydride precipitation in Zr-based claddings have been 
demonstrated in this chapter. In the next chapter, V&V of the model will be 
demonstrated. 
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4. APPLICATION AND VALIDATION OF THE HYBRID POTTS-
PHASE FIELD MODEL FOR SIMULATION OF δ-ZrH1.5 

PRECIPITATION IN THE α-Zr MATRIX 
In the previous chapters, the general hybrid model was described, verified and validated, 
and it was further developed and adapted to simulate hydride precipitation in Zr-based 
claddings. While the development for adapting the model to simulate the processes 
specific to hydride precipitation was described piecewise and verification was 
continuously performed in Chapter 2, the final model will be validated in this Chapter 
using two cases. The first case will be the simulation of experiments performed by B. 
Clark and co-workers (Clark et al., 2013; Rajasekhara et al.) on hydride formation during 
hydrogen charging of Zr-alloys. The second validation case corresponds to the simulation 
of δ-ZrH1.5 precipitate reorientation with and without applied stress. While several 
published works (Ells, 1968; Louthan & Marshall, 1963; Bradbrook et al., 1972) will be 
used to validate these results, the primary experiments will be of Colas and co-workers 
(Colas et al., 2010). 

4.1 Case I: δ-ZrH1.5 Hydride Formation during Hydrogen 
Charging 
Previous studies, in Zircaloy-2 and Zircaloy-4 cladding materials (Sawatzky, 1960; 
Gulbransen & Andrew, 1954; Mallett & Albrecht, 1957; Kearns, 1972; Mazzolai & Ryll-
Nardzewski, 1976), have examined hydrogen uptake and associated hydride formation 
under conditions involving extended periods of hydrogen charging for a wide range of 
temperatures (60 – 700°C) and homogenization treatments lasting for several hours. 
However, Clark et al., conducted a systematic experimental investigation to examine the 
hydride formation as a function of alloy composition. They examined Zircaloy–2, 
Zircaloy-4 and ZirloTM with similar initial textures and grain sizes, but different 
compositions. ZirloTM had a substantially higher niobium concentration relative to other 
two alloys as described in section 2-1. 
Controlled hydrogen uptake in coupons, approximately 25 × 25 × 0.5 mm3 in dimensions, 
was achieved by aqueous charging these coupons using a process similar to the one 
described by Hindle et al. (Hindle & Slattery, 1966). Aqueous charging has been shown 
to be a viable method to introduce hydrogen in metals, and to generate hydrides in Zr-
based alloys (Kiran Kumar et al., 2010; Choi et al., 1998; Iyer & Pickering, 1990; Liu et 
al., 2008) in a manner illustrated in Figure 4.1. The charging was carried out at 
approximately 90°C and at a nominal 100 mA/cm2, which is a reasonable current density 
to induce perceptible hydrogen uptake within 1000 s (Kiran Kumar et al., 2010). The 
charging was performed for 100, 300 and 1000 s. 
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Figure 4.1: Schematic of the aqueous charging procedure used to drive hydrogen into the 
Zr-alloy at 900C and current density of 100 mA/cm2. 

A novel approach was used to characterize the extent of hydrogen uptake, elastic recoil 
detection (ERD), which has been shown to be effective for depth-profiling light elements 
such as hydrogen (Tesmer et al., 1995; Khatamian & Manchester, 1989; Whitlow et al., 
2000; Doyle & Brice, 1988). The thickness variations in the hydride layers were 
determined by using TEM on hydrogenated samples. The hydride layer thickness at a 
hundred equally spaced locations on the sample surface was measured to obtain the 
average thickness and standard deviation for the hydride layer in each sample. The 
crystallographic orientation of the hydrides with respect to the matrix in the samples was 
also investigated. 

Overall hydride thicknesses in Zircaloy-2, Zircaloy-4 and ZirloTM, obtained with ERD, 
are shown in Figure 4.2. For all alloys, the hydride thicknesses increased as a function of 
charging duration. The hydride thicknesses in Zircaloy-2 and Zircaloy-4 were 
comparable for all charging durations. ERD results also showed that the hydride 
thickness in ZirloTM was an order of magnitude lower relative to the other two alloys for 
all of the charging durations. Selected area diffraction of hydride layer revealed that the 
hydride forming in all three Zr-alloys was δ-ZrH1.5 with FCC crystal structure. 

	
  
Figure 4.2: Hydride thicknesses as a function of hydrogen charging time measured by 
ERD on Zircaloy-2, Zircaloy -4 and ZirloTM. 

The hydride layer thickness data for the Zircaloy-2 was analyzed in greater depth and 
fitted to identify the rate-controlling mechanism of the hydride growth layer. These data 
are plotted in Figure 4.3 on a log-log scale of hydride thickness as a function of hydrogen 
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charging time. Least-square fitting of these data yields a power law function with the 
relationship 

𝒅𝟐 = 𝑨𝒕          Eq. 4-1 

where d is the hydride thickness, t is time and A is a materials constant related to the 
diffusivity. The exponent 2 indicates that the rate-controlling mechanism for hydride 
layer formation is diffusion of the hydrogen rather than the rate of phase transformation 
to form the hydrides which would yield an exponent of 1. 

	
  
Figure 4.3: Hydride thicknesses as a function of hydrogen charging time measured for 
Zircaloy-2. 

While an average hydride thickness is shown in Figure 4.2 and Figure 4.3, the variation 
in the hydride layer thickness was large as shown in Figure 4.4, wherein the hydride layer 
on Zircaloy-2 was imaged after different charging times. Closer examination of the 
hydride layer at the surface showed that the hydride layer in all three alloys consisted of 
individual δ-ZrH1.5 precipitates that the authors termed ‘lathes’, needle-shaped features 
that grew into the α-Zr grain. Furthermore, the same alignment orientation discussed in 
section 2.3, δ-ZrH1.5 precipitates growing in along the basal plane of the HCP α-Zr was 
found in these samples as well. The changes in hydride layer thickness occur with 
different thicknesses occurring in adjacent grains. Within a single α-Zr grain, the hydride 
thickness is nominally uniform, but then changes in adjacent grains. This suggests some 
crystallographic under-pinning for the hydride layer thickness 

The hybrid model developed and described in Chapter 2 will be used to simulate this 
behavior to validate the model. While, the hydriding reaction is clearly diffusion rate-
controlled, the reason for some of the other behaviors such as the variation in the hydride 
layer thickness is not understood. We will not only validate the model, but also 
demonstrate how it can be used to gain some understanding of the materials hydriding 
behavior observed in experiments. 

	
  



Documentation	
  of	
  Hybrid	
  Hydride	
  Model	
  for	
  Incorporation	
  into	
  Moose-­‐Bison	
  and	
  Validation	
  Strategy	
  
August	
  15,	
  2014	
  

4-­‐4	
  
	
  

	
  
Figure 4.4: TEM micrographs showing hydride layer formation in Zircaloy-2 at 100, 300 and 
1000 s of hydrogen charging. 

4.1.1 Model Validation 

The underlying microstructure for the validation simulation used a simple 2D 
polycrystalline microstructure, shown in Figure 4.5. Each different colored rectangle is a 
separate grain and the composition is homogeneously Zr with no H present in the initial 
microstructure. An infinite source of hydrogen is introduced on the bottom surface of the 
simulation space. The thermodynamic driving force for diffusion of hydrogen is given by 
the free energy curves for α-Zr and δ-ZrH1.5 in Figure 3.15. Note, that these free energies 
are for the temperature 300oC, while the hydrogen charging in the experiments were 
performed at 90oC, as the free energies curves for the two phases were not readily 
available for 90oC. The only difference in free energies for the two temperatures is 
expected to be a small relative shift in the minima of the two curves so that the solubility 
of H in α-Zr would be a little lower at 90oC as compared to 300oC. The overall diffusion 
behavior or diffusion kinetics for using the higher temperature free energies will not be 
altered and the validation of the model will remain the same. For these simulations, the 
volumetric chemical free energy is calculated by Equation 3-6 and reproduced here for 
convenience 
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        Eq. 4-2 

In these simulations, the calculation of the free energy was performed using the 
numerical data generated by Glazoff’s ThermoCalc calculations (Glazoff, 2013) directly 
and shown in Figure 4.6. The solid marks are for free energies calculated by ThermoCalc, 
the others are ones that were fabricated so that the free energies steadily increase away 
from their minima. This does not affect the thermodynamics or kinetics of the 
microstructural or compositional evolution, it only defines the equilibrium states by 
providing minima in free energy corresponding to those states. ThermoCalc was not used 
to generate the free energies in this region precisely for this reason, only the free energies 
near the minima are needed to calculate thermodynamic equilibrium states; the exact 
values of free energies far from the minima do not effect equilibrium phases or 
compositions. The chemical potentials, µ1 and µ2, were calculated as  

        Eq. 4-3 

with 𝜕𝐸/𝜕𝐶! calculate by numerical differentiation as  

∆𝑬
∆𝑪𝟐

          Eq. 4-3a 

and the free energy at a particular composition E(C) is obtained by linear interpolation 
between the adjacent two numerical free energy values as  

𝑬 𝑪 = 𝑬 𝑪𝟏 + 𝑬 𝑪𝟐 !𝑬 𝑪𝟏
𝑪𝟐!𝑪𝟏

∗ 𝑪 − 𝑪𝟏 	
   	
   	
   	
   	
   	
   Eq. 4-3b	
  

	
  
Figure 4.5: The initial microstructure used for the simulation of hydrogen charging of Zr-
alloys with hydrogen source at the bottom. The arrows show the direction that is 
perpendicular to the basal plane. 

Ev = µ1C1 +µ2C2

µ1 = E −
∂E
∂C2

C2

µ2 = E + 1−C2( ) ∂E
∂C2

Hydrogen source 
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Figure 4.6: The numerical data obtained from ThermoCalc used for determining free 
energies and chemical potentials. 

The simulation was performed with periodic boundary conditions in the X-direction, but 
not in the Y-direction as an infinite source of hydrogen is introduced at the bottom. Each 
color in Figure 4.5 is a different grain with the basal plane oriented in different directions 
to simulate the conditions present in the experiments. The simulation was performed with 
a uniform nucleation attempt rate with time in the entire microstructure and with a 
uniform and equal probability of δ-ZrH1.5 nucleation attempts in the entire 
microstructure. Grain growth was enabled between α-Zr grains as well as between δ-
ZrH1.5 precipitates. At each MCS, 5% of the α-Zr sites, selected at random, attempted to 
nucleate δ-ZrH1.5 precipitates, all sites attempted a grain growth step or a phase growth 
step. The nucleation rate N is an input variable in the simulation. The Monte Carlo 
method is used to simulate nucleation. At each site, a random number that was uniformly 
distributed from R ∈(0, 1) was generated. If R ≤ N, then a nucleation event was attempted 
by calculating the change in energy for a nucleus to form using the equation of state 

𝑬𝒉𝒚𝒃𝒓𝒊𝒅 = 𝑬𝒗 𝒒𝒊,𝑪𝒊 + 𝑱 𝒒𝒊,𝒒𝒋𝒏
𝒋!𝟏 + 𝜿𝒄(𝛁𝑪𝒊)𝟐𝑵

𝒊!𝟏     Eq. 4-4 

If ΔE ≤ 0, then the nucleus of a δ-ZrH1.5 precipitate formed. If R > N, then a precipitate 
grow event was attempted. If the site was an α−Zr site, and one of more of its neighbors 
was a δ-ZrH1.5 site, it attempted to phase transform to one of its neighbor selected at 
random. The change in energy for the precipitate to grow was calculated using Equation 
4-4 and again if the change in the system’s energy decreased with ΔE ≤ 0, then the 
precipitate grew. For each MCS, the composition was updated 10 times at each sites 
using 

        Eq. 4-5 

The infinite source of hydrogen was simulated by solving the compositional evolution at 
all sites using Equation 4-5, but after each compositional update, the sites at the bottom 
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line of the simulation was reset to be C = 0.67, which is higher in hydrogen than the 
equilibrium composition of δ-ZrH1.5 and much higher than that of α−Zr; thus providing a 
continuous supply of hydrogen for diffusion into the microstructure. 
Uniform Diffusion Coefficient: The results of the first simulation with the parameters 
described above are shown in Figure 4.7, the microstructure and composition at two 
different times. The starting composition distribution is uniformly C = 0 with no H in the 
α−Zr cladding with microstructure shown in Figure 4.5. Diffusion of H is constant in all 
directions and phases in this simulation. The images show the δ-ZrH1.5 precipitates with 
the different colors corresponding to different precipitates at the bottom and the coloring 
in the α−Zr above indicates the composition as H-content in the α−Zr phase with the 
corresponding composition distribution in the entire microstructure. 

	
  
	
   	
   a	
  

	
  
	
   	
   b	
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Figure 4.7: Hydrogenation of α−Zr by an infinite source of H at the bottom surface of the 
microstructure. (a) and (b) are at time t = 10 MCS and (c) and (d) are t = 100 MCS. (a) and 
(c) show the precipitates nucleating and growing from the bottom surface with the 
coloring at the top indicating the H concentration in α-Zr grains and (b) and (d) show the H 
concentration in the entire microstructure, both in the δ-ZrH1.5 precipitates and α-Zr 
grains. 

For the conditions simulated, the behavior shown in Figure 4.7 is expected. The 
concentration of H diffusing is uniform across the microstructure in the X-direction, 
forming a continuous uniform concentration front that moves in the Y-direction. Note, 
that all precipitates nucleated at or very near the bottom surface, although nucleation was 
attempted at the same rate uniformly in the entire structure. This is consistent with the 
expected behavior as the highest driving force for nucleation is at supersaturated 
concentrations of H in the α-Zr matrix. At lower concentrations away from the bottom 
surface, the energy barrier of the interfacial energy prevents precipitates from nucleating, 
however, existing precipitates can grow as there is no interfacial energy barrier associated 
with the growth of precipitates. Furthermore, one notices that some nucleated precipitates 
grow and some simply nucleate, grow to a small size and then stop.  
If the kinetics are diffusion controlled, then the thickness d of the precipitates must be 
proportional to diffusion time t as d2 ~ t. This was quantified and found to hold as shown 
in Figure 4.8, a plot of the average precipitate thickness as a function of diffusion. The 
diffusion exponent of 1.93 ± 0.23, obtained by least-squaring fitting of the data, is in 
good agreement with the expected diffusion exponent of 2. 
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Figure 4.8: Average precipitate thickness as a function of diffusion time plotted on log 
scales. The diffusion exponent of 1.93, almost 2, indicates diffusion-controlled kinetics.  

While these results validate the model as results predicted by analytic solution to the 
problem, they do not yield the results observed in the experiments, namely the difference 
in hydride layer thickness, which appears to follow the grain structure.  

In Zircaloy-2 and Zircaloy-4, the layer thickness varied from grain to grain with the 
orientation of hydrides being a  orientation relationship. This change in 
δ-ZrH1.5 layer thickness can originate from two cases, anisotropy in the diffusion kinetics 
or anisotropy in the interfacial growth kinetics. The experimental result show that the 
thickness of the hydride layer, d, scales with hydrogen charging time, t, as 𝑑! ∝ 𝑡, 
indicating that hydride growth rate is diffusion-controlled, not interface growth-
controlled. In the diffusion-controlled regime, two different diffusion behaviors can 
influence hydride layer growth, anisotropic diffusion in the α-Zr matrix phase or in the δ-
ZrH1.5 hydride layer that is forming at the surface. These two will be tested next. 

Differential diffusion in the α-Zr phase: The same simulation described with exactly 
the same parameters described for the uniform diffusion was performed, but with 
diffusion coefficients that were highly dependent on crystallographic direction in the α-
Zr phase. The diffusion coefficient parallel to the basal plane was assigned values ranging 
from 0.1 to 0.001 of the diffusion coefficient perpendicular to the basal plane, D//(0001)α 
= 0.1*D⊥(0001)α to 0.001*D⊥(0001)α. The diffusion coefficients in the δ-ZrH1.5 and 
perpendicular to the basal plane were the equal, D//(0001)α = Dδ and the same as those 
used in the uniform diffusion case discussed above. The results obtained for the 
microstructural and compositional evolution were virtually identical for all values of 
D//(0001)α ranging from 0.1*D⊥(0001)α to 0.001*D⊥(0001)α. The precipitate thickness 
growth kinetics were identical to the uniform diffusion case and the compositional 
profiles differed slightly < 2% at the precipitate growth front. The simulation results 
suggest that the precipitate growth rate is controlled by the diffusion of H through the δ-
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ZrH1.5 layer and the diffusion in the α-Zr matrix layer have no effect on the hydrogen 
charging of the Zr-samples. This suggests that when the diffusion is much faster in one 
direction than the other, the grains aligned with the faster diffusion parallel to the 
growing hydride layer redistribute the hydrogen quickly leading to very uniform 
hydrogen content along the growing hydride layer front. 

Thus, differential diffusion in the α-Zr phase cannot explain the variation in δ-ZrH1.5 
layer from grain to grain as observed in the experiments. Testing more extreme 
differences in the diffusion coefficients is not supported by diffusion coefficients reported 
in the literature. Of the many who measured the diffusion coefficient, only Kearns 
(Kearns, 1972) reported a small anisotropy with the diffusion along the, c-axis 
perpendicular to the basal plane, being slightly lower than in the perpendicular direction. 
Sawatzky (Sawatzky, 1960) reported D = 2.17 x 10-3 exp(8380/RT) cm2/s between 260 to 
560 oC in Zircaloy-2 with Q = 8380 cal/mol. Kearns (Kearns, 1972) reported diffusion 
coefficient of H in Zr, Zircaloy-2 and Zircaloy-4 to be very similar (cf. Figure 4.9); 
however, he reported small difference with orientation with D in the c-axis < 2*D in the 
perpendicular directions. He reported D = 6 x 10-3 exp(10,500/RT) in the 275 to 700 oC 
temperature range. Vostryakov et al. (Vostryakov et al., 2012) did not report any 
anisotropy in diffusion of H in Zr. Grosse et al. (Grosse et al., 2012) reported very similar 
diffusion coefficients as previous authors with no anisotropy with direction. 

 
Figure 4.9: Summary of diffusion coefficients in Zircaloy-2 and Zircaloy-4 measured 
experimentally by many and summarize by Kearns (Kearns, 1972). 
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Differential diffusion in the δ-ZrH1.5 phase: Differential diffusion with 
crystallographically dependent diffusion coefficients in the δ-ZrH1.5 phase was 
investigated next. The same simulation method already described with exactly the same 
parameters used for the uniform diffusion and differential diffusion in α-Zr was 
performed. The initial microstructure was the one shown in Figure 4.5 with arrows 
showing the normal to the basal plane. However, this time the diffusion coefficients were 
highly dependent on crystallographic direction in the δ-ZrH1.5 phase. The diffusion 
coefficient parallel to the (111) plane in the FCC δ-ZrH1.5 precipitates was assigned 
values ranging from 0.1 to 0.001 of the diffusion coefficient perpendicular to the (111) 
plane, D//(111)δ = 0.1*D⊥(111)δ to 0.001*D⊥(111)δ. The diffusion coefficients in the α-
Zr and perpendicular to the (111) plane were equal, D//(111)δ = Dα, and the same as 
those used in the uniform diffusion case discussed above. 

Crystallographically differential diffusion in δ-ZrH1.5 yielded behavior that was 
qualitatively different from previous results shown in Figure 4.7 for microstructural 
evolution. The microstructural and compositional evolutions are shown in Figure 4.10 for 
D//(111)δ = 0.01*D⊥(111)δ. To repeat, the images show the δ-ZrH1.5 precipitates in 
different colors at the bottom and the coloring in the α−Zr above indicates the 
composition as H-content in the α−Zr phase. Accompanying these images are the 
corresponding composition distributions in the entire microstructure. Again nucleation of 
the precipitates occurred at the bottom surface where the hydrogen source was introduced 
for the same reasons discussed before; in this region the driving force for nucleation is 
highest as the supersaturation is also the highest. Again, nuclei do not form away from 
the hydrogen source as the existing precipitates grow before the supersaturation 
concentration of H in α-Zr matrix necessary for nucleation can be achieved. The hydride 
layer thickness varies considerably from grain to grain as shown in Figure 4.10. In these 
simulations, the diffusion is slowest in the direction perpendicular to the arrows in Figure 
4.5, so the left region of the simulation has fast diffusion in the X-direction, but slow 
diffusion in the Y-direction and therefore the precipitates have the lowest thickness in 
this region. 
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Figure 4.10: Hydrogen charging of the α−Zr by an infinite source of H at the bottom 
surface of the microstructure with differential diffusion in the δ-ZrH1.5 phase. (a) and (b) are 
at time t = 10 MCS and (c) and (d) are t = 100 MCS. (a) and (c) show the precipitates 
nucleating and growing from the bottom surface with the coloring at the top indicating the 
H concentration in α-Zr grains and (b) and (d) show the H concentration in the entire 
microstructure, both in the δ-ZrH1.5 precipitates and α-Zr grains. 

The average precipitate thickness layer for this simulation is plotted in Figure 4.11. Again 
consistent with the results presented in Figure 4.10 and Figure 4.7, the hydride layer 
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forms at a much slower rate for the differential diffusion with D//(111)δ = 0.01*D⊥(111)δ 
than for the uniform diffusion. This is because the diffusion of H in the precipitates is 
much slower overall. In the region corresponding to the red grain, second from the left, 
the hydride layer grows the fastest as diffusion along the Y-direction is highest. However, 
it is still not as fast as that seen in the uniform diffusion case (can be seen by comparing 
Figure 4.7c and d to Figure 4.10c and d because the gradient in concentration in the X-
direction ∂C/∂X is higher than in the Y-direction ∂C/∂Y, so the flux of H in the fast 
diffusion grains is partly being diverted in the X-direction, perpendicular to the fast 
growth direction in the red grain. However, in the uniform diffusion case the 
concentration gradient in the X-direction ∂C/∂X = 0 nominally and therefore the flux of 
H is almost entirely in the Y-direction. The other important feature is that the slope of the 
lines is almost identical indicating that diffusion-controlled kinetics dominate hydride 
layer growth even in the differential diffusion case. The exponent of the differential 
diffusion case was found by least-square fitting of the data to be 2.17, again in excellent 
agreement with the expected exponent of 2.0 for diffusion-controlled kinetics. 

	
  
Figure 4.11: Average precipitate thickness as a function of diffusion time plotted on log 
scales for the uniform diffusion and differential diffusion in the δ-ZrH1.5 precipitate. 

These simulations suggest that it is the differential diffusion in the growing hydride layer 
that leads to the behavior observed in the hydrogen charging experiments, specifically, 
the layer thickness kinetics with growth exponent of 2.0 and the variation in layer 
thickness from grain to grain. Furthermore, the differential diffusion necessary for the 
variation in layer thickness is large, a two orders of magnitude difference in diffusion 
coefficients. There is little evidence to suggest that such a large difference in diffusion 
coefficients exists for this process. Indeed, as pointed by Harkness and Young (Harkness 
& Young, 1973) who studied hydrogen diffusion in the δ phase, anisotropic diffusion in 
cubic crystals is extremely rare, thus, since δ phase zirconium hydride is FCC, and since 
the samples characterized experimentally were polycrystalline, uniform diffusion 
behavior is essentially assured. The diffusivity of hydrogen in zirconium hydride was 
measured over a relatively large range of temperatures and hydrogen concentrations by 
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Majer et al. (Majer et al., 1994). These authors, along with others (e.g. Terrani et al., 
2009), found that the hydrogen diffusivity in δ-ZrH1.5±x, is isotropic and its diffusion 
coefficient is Dδ	
  = 7.29×10-3 (1-C/2) exp(-58.8[kJmol-1]/RT[K]) cm2/s, where C is the 
H/Zr ratio, R is the gas constant and T is temperature. Using such isotropic hydrogen 
diffusion coefficient, numerous experimental studies have successfully explained 
hydrogen diffusion behavior in the δ- phase of zirconium hydride (see, e.g.: Terrani et al., 
2010; Hu et al., 2014). 
However, it is well known that the presence of stress resulting in elastic strain of the 
crystal lattice can change the diffusion coefficients. In section 2.3, it was noted that large 
dilatation strains accompanied phase transition from α−Zr phase to δ-ZrH1.5, with the 
largest strain occurring normal to the basal plane of the HCP α−Zr matix as 

𝜺 =
𝟎.𝟎𝟒𝟖 𝟎 𝟎
𝟎 𝟎.𝟎𝟒𝟖 𝟎
𝟎 𝟎 𝟎.𝟎𝟕𝟐

	
  

Accompanying the transformation is the formation of large compressive stresses inside 
the δ-ZrH1.5 precipitates (ca. -450 ± 90 MPa as determined by Santisteban et al., 2009), 
which can and do reduce H diffusivity. Hydrogen diffusion induced by stress gradients 
was observed in various studies about hydrogen-induced delayed hydride cracking 
(Northwood & Kosasih, 1983) and in studies by Kammenzind et al. (Kammenzind et al., 
1998) or by Menibus and co-workers (de Menibus et al., 2014). As discussed in these 
studies and the review by Puls (Puls, 2012), hydrogen diffuses towards an elastic stress 
field that is tensile in character, away from large compressive stresses that reduce 
hydrogen diffusivity. 
Since these precipitates are forming at the surface of the Zr-claddings, when the large 
strain direction is parallel to the surface, the material of either side will restrict expansion 
and therefore result in compression of the precipitate with elastic straining of the lattice. 
In contrast, when the large strain direction is perpendicular to the surface, there is only 
material on one side and not the other, so the expansion of the precipitate is much less 
restricted resulting in much lower stresses in the precipitate with lower stress. This 
difference in compressive stress of the precipitates with the different grain orientations is 
suggested as the cause for the change in δ-ZrH1.5 layer thickness from grain to grain in 
the Zr-claddings observed by Clark et al. (Clark et al., 2013) in their experiments. 
4.1.2 Discussion 

Previous studies have shown that hydrogen uptake and hydride formation in Zr-based 
cladding materials depend on numerous parameters such as, for example, the hydrogen 
concentration, the fabrication processes of cladding materials, the heat treatment 
procedure, the time and temperature used for hydrogen charging, and the presence or 
absence of stress in the materials. Therefore, it comes as no surprise that model 
adjustment is usually necessary to reproduce the specific conditions of a given 
experiment designed to study of hydrogen uptake and hydride formation. 
Although further development of the present model is necessary to capture the 
complexity of experimental conditions, the present model was validated by the 
experimental results of Clark et al., as discussed above. This model also provides 
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understanding of the observed behaviors in other studies of hydrogen uptake and hydride 
formation in Zr-based cladding materials, under a rich variety of conditions and using 
different experimental methods (see e.g.: Sawatzky, 1960; Gulbransen & Andrew, 1954; 
Mallett & Albrecht, 1957; Kearns, 1972; Mazzolai & Ryll-Nardzewski, 1976; Kiran 
Kumar et al., 2010; Choi et al., 1998; Iyer & Pickering, 1990; Liu et al., 2008). 
For the conditions of uniform isotropic diffusion, the behavior shown in Figure 4.7 is 
expected. The concentration of H diffusing is uniform across the microstructure in the X-
direction, forming a continuous uniform concentration front that moves in the Y-
direction. Note, that all precipitates nucleated at or very near the bottom surface, although 
nucleation was attempted at the same rate uniformly in the entire structure. This is 
consistent with the expected behavior as the highest driving force for nucleation is at 
supersaturated concentrations of H in the α-Zr matrix. At lower concentrations away 
from the bottom surface, the energy barrier of the interfacial energy prevents precipitates 
from nucleating, however, existing precipitates can grow as there is no interfacial energy 
barrier associated with the growth of precipitates. Furthermore, some nucleated 
precipitates grow; while others simply nucleate, grow to a small size and then stop.  This 
behavior of uneven hydride growth was observed for both the isotropic and anisotropic 
diffusion cases. 

If the kinetics are diffusion controlled, then the thickness d of the precipitates must be 
proportional to diffusion time t as d2 ~ t.  However, for highly anisotropic diffusion such 
as the behavior simulated in Figure 4.10, it was not clear that the d2 ~ t relationship with a 
layer growth exponent of 2 would be obtained.  These simulations have shown that the 
diffusion controlled kinetics even with highly anisotropic growth results in the layer 
growth exponent of 2, supporting the assertion that the hydride layer growth observed by 
Clark et al. is diffusion controlled. 
We attribute the anisotropy in diffusion in the hydrogen charging experiments to the 
stress state of the hydride precipitates and their orientation.  The hydride that have their 
high expansion direction along the basal pole of the underlying matrix grain 
perpendicular to the surface will be elastically constrained the most and experience high 
compressive stresses.  It is well known that diffusion is affected by elastic stress and in 
the case of interstitial diffusion such as that in δ-ZrH1.5, diffusion will be slower when a 
compressive stress is applied (Aziz, 1997).  The large dilatation accompanying 
precipitation is thought to be the cause of the variation in layer thickness seen in the 
experiment and reproduced in the simulation. 

4.2 Case II: Precipitation and Reorientation of δ-ZrH1.5 
Precipitates 
Many studies (see, e.g.: Colas et al., 2010; Hanson et al., 2011; Birk et al., 2012; Puls, 
2012, and references therein; Min et al., 2014) have focused on the formation and 
reorientation of δ-ZrH1.5 precipitates by characterizing samples after precipitate 
formation using metallographic techniques. These have been reviewed in section 2.5 in 
some detail. For this validation exercise, we focus on the work of Colas et al. (Colas et 
al., 2010), who used X-ray radiation generated by a synchrotron to study precipitate 
formation in situ during heating and cooling to study precipitate formation and 
dissolution. They studied hydriding behavior of both Zircaloy-2 and Zircaloy-4. First, the 
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basic microstructures of the as-fabricated samples were characterized and found to be 
consistent with results reported previously. The grains were elongated in the RD in 
Zircaloy-4, but equiaxed in the Zircaloy-2 samples. The grain sizes of the two where 
different with Zircaloy-2 having larger grains of 20 µm than that of Zircaloy-4, which is 
typically reported to be 8 µm. Both Zr-alloys had strong texture with the basal planes 
aligned in the RD.  
Samples were charged with hydrogen by high temperature gas diffusion. First the native 
oxygen layer was removed and thin layer of nickel was deposited to prevent reoxidation 
of the surface. The samples were then heated treated in a 12%-H and 88%-Ar gas 
atmosphere at 450oC in several cycles with total time at 450oC ranging up to 3 h. At this 
low temperature, no recrystallization or other changes to the microstructure were 
expected or seen. The H content in Zircaloy-2 varied from 80 to 600 ppm by weight and 
~600 ppm wt. in Zircaloy-4. The initial characterization of the hydride precipitate 
orientation in both Zr-alloys is with the precipitates lining up in the circumferential 
direction as shown in Figure 4.12. 

a.	
  	
   	
   b.	
  	
  	
   	
  

Figure 4.12: Optical images showing δ-ZrH1.5 precipitates in (a) Zircaloy-2 and (b) Zircaloy-
4 with H content of 600 ppm wt. (Colas et al., 2010).  

X-ray diffraction, done in transmission mode, was able to determine if hydride 
precipitates were present and the intensity of the diffracted signal was used to determine 
the amount of hydride present in region of approximately 0.3 mm x 0.33 mm x 0.5mm. 
The diffraction pattern resulted in diffraction rings and sampling the intensity in different 
angular regions of the diffract pattern was used to determine the orientation of 
precipitates in the RD or the TD. Figure 4.13 shows the different directions in a cladding 
schematically and will aid in the discussion that follows. 
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Figure 4.13: A schematic diagram showing the transverse, normal and rolling directions in 
a cladding. The preferred orientation of the basal pole is in the normal direction with the 
basal plane aligning preferentially in the rolling direction. The orientation of 
circumferentially and radially oriented precipitates is also shown in the expanded view of 
the square. 

Colas et al. (Colas et al., 2010) reported precipitation of circumferential precipitates when 
cooling from high temperatures ranging from 390 to 542oC down to room temperature 
with no applied stress to low stresses. Radial precipitates formed when stresses of 85 
MPa and higher were applied perpendicular to the radial direction. Optical micrographs 
of these precipitates forming in Zircaloy-4 with 600 wt ppm H with no applied stress and 
applied stress of 85 MPa are shown in Figure 4.14. The first case, with no applied stress 
shown precipitates oriented in the circumferential direction and the second image shows 
many precipitates reoriented in the radial direction. While, Zircaloy-4 results are shown 
here, similar results were obtained for Zircaloy-2 with reorientation of precipitates in the 
radial direction occurring at stress of 80 MPa and higher. 
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Figure 4.14: Optical micrographs showing precipitate orientation in Zircaloy-4 with and 
without applied stress. The arrows indicate applied uniaxial stress of 85 MPa (Colas et al., 
2010). 

4.2.1 Model Validation 

We seek to reproduce the precipitate reorientation using the hybrid Potts-phase field 
model adapted to simulate hydride precipitation in Zr-based claddings. For this validation 
exercise, we validate the model in steps; the first set of simulation is of δ-ZrH1.5 
precipitation in Zircaloy-4-like microstructure without crystallographic texture with and 
without stress applied perpendicular to the RD. The second set is of δ-ZrH1.5 precipitation 
in the best Zircaloy-4 microstructure that could be generated based on information 
available in the published literature. Again, the precipitation simulations were performed 
with and without stress applied. 

Precipitation in Zircaloy-4 with no texture and no stress The underlying 
microstructure for the simulation was generated as described in section 2.1.1 using the 
software package, Dream3D (Jackson, 2013). As explained before, Dream3D is a free, 
open and modular software package that allows users to construct microstructures 
digitally. The synthetic microstructures with the characteristics of Zircaloy-4 had an 
average grain size of 10 µm in the RD with a standard deviation of 1µm. While there are 
little data on grain size and structure, there are even less on grain size distributions and 
their standard deviations. Thus, the choice of standard deviation is estimated from 
existing knowledge of rolled metals microstructures. The average elongation in the rolled 
direction of the synthetic microstructure is also 2x as compared to the transverse and 
NDs; this is based on simple measurements of the microstructures found in the published 
literature. The digitally generated Zircaloy-4 microstructure is shown in Figure 4.15. 
Notice that grains are elongated in the RD and appear equiaxed in the perpendicular 
direction. This is again consistent with known characteristics of Zircaloy-4. 
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Figure 4.15: Digitally generated Zircaloy-4 microstructure with the rolling, normal and 
transverse directions indicated. See Figure 4.13 for definitions of the three directions. The 
size of this volume is 100 x 100 x 25 µm. 

The simulation parameters are as follows. The simulation starts with the grain structure 
shown above, with randomly oriented grains with no crystallographic texture. All the 
hydrogen present is dissolved in the α−Zr matix at a supersaturation of 5 mol% which is 
approximately 500 ppm wt. δ-ZrH1.5 precipitates can only grow in the crystallographic 
correct relationship with the underlying α−Zr grain, that is the precipitate grow in the 
basal plane of the HCP α−Zr. Nucleation of new precipitates is attempted at a uniform 
rate with equal probability everywhere in the microstructure. No preference is given to 
regions near grain boundaries or any other region of microstructure. The conditions 
assumed for the simulations are that all the hydrogen is dissolved at some high 
temperature, and then it is cooled instantaneously to 300oC and precipitate nucleate and 
grow. Nucleation attempt rate is constant and growth rate is controlled by the rate of 
diffusion of hydrogen to the growing precipitates. The volumetric chemical free energy is 
calculated by Equation 4-2 and with the exact values of the chemical potentials µ1 and 
µ2, were calculated using Equation 4-3 with the method described to obtain free energy 
directly from the numerical values of the free energies generated by ThermoCalc for the 
Zr-H system at 300oC. The nucleation attempt rate N used for these simulation is N = 
0.05 and nucleation is simulated using the same method described in Case 1 using the 
standard Metropolis algorithm. Precipitate growth was also simulated using the same 

ND 

TD 

RD 
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method described in Case 1. Grain growth of the α−Zr was not simulated as grain growth 
does not occur at this low temperature. At each MCS, 5% of the α−Zr sites attempted 
nucleation, if the change in energy calculated using Equation 4-4 was 0.0 or less, the 
nucleation was successful. If a precipitate failed to nucleate at that site, then a precipitate 
growth step was attempted by each α−Zr site using the Potts methods in conjunction with 
Equation 4-4 to determine if growth occurred or not. Following these nucleation or 
growth attempts by each site, the composition evolution was treated using Equation 4-5.  

The microstructural and compositional evolution resulting from this simulation is shown 
in Figure 4.16. It shows δ-ZrH1.5 precipitates nucleated in (a) and grew to their final size 
and number in (c). The composition in (b) and (d) show high hydrogen content in the 
precipitates and a region of depleted hydrogen immediately around the precipitate, which 
is consistent with diffusion-controlled precipitate growth. These results are very similar 
to those presented in Chapter 2, with precipitates with each grain having only three 
different orientations, but the random orientation of the grains gives large differences in 
the orientation between grains. While nucleation attempt rate remains constant 
throughout the simulation, most precipitates nucleate early in the simulation when the 
supersaturation of hydrogen in the matrix is high. After that it is energetically favorable 
for existing precipitates to grow rather than for new ones to nucleate. The primary 
difference shown here is the scale of these simulations is considerable larger and allows 
one to obtain engineering scale behavior of the precipitates. 
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Figure 4.16: A small portion (10 x 10 x 10 µm shown by the inset at the top right) of the 
simulation is imaged as imaging the total microstructure would be overwhelming amount 
of data at time t = 20 MCS in (a) and (b) and t = 100 MCS in (b) and (d). All the precipitates 
in that volume are shown in (a) and (c) with each color corresponding to a precipitate. The 
compositions corresponding to that image at the surface of the volume is shown in (b) and 
(d) with the red areas are high in hydrogen and are the precipitates. 
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Precipitation in Zircaloy-4 with no texture and uniaxial stress applied Exactly the 
same simulation with the same microstructure, composition, free energies, temperature 
history, and simulation parameters was performed with uniaxial, constant stress applied 
perpendicular to the radial direction. As described in Section 3.3.1, stress was introduced 
by adding a strain energy term Es to the free energy given in Equation 4-4. The strain 
energy of the precipitate was related to the direction of applied stress as 

        Eq. 4-6 

where ε is a constant and is a function of the applied stress and strain accompanying 
hydride nucleation or growth and φ is the misorientation angle between the direction of 
the applied stress and precipitate growth direction. In this method of calculation, 
precipitates that are perpendicular to the applied stress direction have an energetic 
advantage to nucleate and grow; while those parallel to the applied stress have an 
energetic penalty and those at 45o are not affected by the applied stress. Thus precipitates 
that are perpendicular to the applied stress nucleate and grow preferentially. 

The results of this simulation are shown in Figure 4.17. Again a small section of the 
entire microstructure is imaged with all the precipitates forming with that volume imaged 
with stress applied in X-direction, along the circumferential direction, and in Y-direction 
along the radial direction. These results show that grains favorably oriented with their 
basal planes perpendicular to the applied stress form precipitates under the particular 
applied stress, thus giving δ-ZrH1.5 precipitate reorientation under different applied stress 
conditions.  

	
    

Es = ε sin(φ − 45)
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Figure 4.17: Reorientation of precipitates in the volume shown in (a) when stress is 
applied along the (b) circumferential direction and (c) the radial direction. 

Precipitation in Zircaloy-4 with texture, and without and with applied stress in the radial 
and circumferential directions. Although the same grain structure shown in Figure 4.15 
was used, the grains were assigned orientations with a probability distribution given by 
Equation 3-1 and plotted in Figure 3.7. Most grains had basal planes oriented parallel to 
the RD as shown in Figure 4.13. The simulation was performed under identical condition 
as those described in the section on precipitation in Zircaloy-4 with no texture and no 
stress. The only difference was this microstructure had texture. 
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The results after all precipitates have formed are presented in Figure 4.18, precipitates in 
a small region of the microstructure. These images show little to no reorientation with 
applied stress.   Because the orientation of the individual precipitates is difficult to see in 
these figures, the data were reduced to numerical data, so that they can be plotted for a 
clearer interpretation of these data. The angle of the precipitates in all the simulations 
presented in this section 3.2.1 (precipitation in a Zircaloy-4 microstructure with and 
without texture and with no applied stress and stress applied in the circumferential and 
radial directions) are plotted as frequency of occurrence at that angle in Figure 4.19.  
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Figure 4.18: Reorientation of precipitates in a thin slice over the entire simulation area with 
(a) no stress is applied, and with stress applied along the (b) circumferential direction and 
(c) the radial direction. (d) A micrograph showing the precipitate reorientation under 
applied stress in the radial direction. The scale of the microstructural images (a) to (c) in 
shown by the inset blue box. 

No stress Stress in rad.-dir 
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Figure 4.19: Frequency plot of precipitate oriented in that direction for Zircaloy-4 with (a) 
randomly oriented grains and no texture and (b) with strong texture with the basal plane 
aligned in the rolling direction. 

Figure 4.19 shows that in Zircaloy-4 with no texture in the grain orientation, the 
orientation of precipitates is nominally uniform in all directions as shown by the green 
curve in (a). However, when stress is applied in either the circumferential or radial 
directions, the precipitates reorient themselves so that they are primarily perpendicular to 
the applied stress as shown by the red and blue curves in (a). Zircaloy-4 with strong 
crystallographic grain texture, with the basal plane of the HCP α-Zr grains oriented 
primarily in the RD show very different results. When no stress is applied, the 
precipitates are primarily aligned in the circumferential direction as shown by the green 
curve in (b). Under applied radial stress, the orientation of the precipitates remains very 
similar with most precipitates still oriented in the circumferential direction, but with a 
slightly increase in the range of angles. Under applied circumferential stress, the 
precipitate orientation becomes even more closely aligned with the circumferential 
direction.  

These simulation results are not in agreement with the results reported by Colas et al. 
(Colas et al., 2010) and others studying reorientation of precipitates under different stress 
conditions as seen Figure 4.14 and Figure 4.18d. The results of precipitation under no 
applied stress in the Zircaloy-4 with texture were in good agreement with experimentally 
reported results, but under conditions of applied stress particularly in the radial direction, 
this did not hold. 



Documentation	
  of	
  Hybrid	
  Hydride	
  Model	
  for	
  Incorporation	
  into	
  Moose-­‐Bison	
  and	
  Validation	
  Strategy	
  
August	
  15,	
  2014	
  

4-­‐26	
  
	
  

4.2.2 Discussion 

While some behaviors reported in the literature were successfully simulated by the hybrid 
Potts-phase field model, the reorientation in textured Zircaloy-4 was not. Since virtually 
all experimental characterization of δ-ZrH1.5 precipitates forming in α-Zr matrix show the 
precipitates forming in the basal plane with (0001) α-Zr//(111) δ-ZrH1.5, it stands to 
reason that in a strongly textured cladding, reorientation of the precipitates cannot occur 
by individual precipitates changing their orientation as they can in non-textured materials. 
There are simply not sufficient number of α-Zr grains oriented with their basal planes 
aligned nominally parallel to the radial direction to enable precipitate reorientation as 
seen in the optical micrographs of Zircaloy-2 and Zircaloy-4. 

We propose that the reorientation observed in these claddings can be explained by 
individual precipitates aligning themselves by stacking in the radial direction rather than 
by the rotation of individual precipitates along the radial direction. This behavior is 
shown schematically in Figure 4.20. 

 
Figure 4.20: A feature such as that shown in the blue box on the optical micrograph was 
thought to be formed by precipitates rotating and aligning themselves as shown to the left 
in dark blue. Our simulations, however, are suggesting that this is not possible and 
stacking of the precipitates as shown to the right in lighter blue is probably the 
explanation for this behavior. 

4.3 Summary and Conclusions 
We applied the hydride precipitate formation model to two cases that were studied 
experimentally to validate the model.  In the first case of hydrogen charging of Zircaloy-
2, Zircaloy-4 and ZirloTM by aqueous charging, many of the experimentally observed 
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behavior of H diffusion into the α-Zr matrix were reproduced in good agreement with the 
experiments.  However, one of the behaviors observed in all three materials was that the 
δ-ZrH1.5 layer thickness d varied widely from grain to grain, while the average thickness 
maintained the relationship d ~ t2 expected for diffusion-controlled layer growth.  
Application of the model with only one set of conditions reproduced this variation in 
hydride layer thickness.  High anisotropy in the diffusion coefficient in the hydride phase 
with crystallographic direction reproduced these experimental results, with the variation 
in layer thickness from grain to grain, but with layer thickness growth exponent of 2.  Not 
only was the model validated in this case, but it was used to provide understanding and 
insight into the physical behavior of diffusion and precipitation under surface charging 
conditions at low-temperatures.  The model showed that high anisotropy in the diffusion 
coefficient in the hydride phase was necessary.  Furthermore, even under conditions of 
high diffusion anisotropy leading to highly variable hydride layer thickness, the kinetics 
of diffusion-controlled with exponent of 2 still remained as seen in the experiments. 
The second case, hydride reorientation under tensile hoop stress in Zircaloy-4, the model 
could not reproduce the large string-like features observed by optically microscopy in 
experiments.  A condition of precipitate growth in the model is that the precipitate can 
only grow in the basal plane of the HCP α-Zr matrix.  This condition is well justified as it 
has been repeated reported by many experimentalists as already reviewed earlier.  In 
Zircaloy-4, a highly textured material with the basal-plane predominantly oriented in the 
rolling direction, the individual hydride precipitates can only be aligned in the basal 
plane, predominantly in the rolling direction, which is also the circumferential direction.  
Therefore, it is impossible to form the long string-like features by reorientation of 
individual precipitates.  The model was able to provide this insight leading to much better 
understanding of how precipitates may align and stack to form features observed at 
relative low magnifications under optical microscopy.  While the model was not 
validated in this second case, the model results have led to better understanding of 
precipitates formation.  This will be explored and discussed in much great detail in the 
next chapter with the next steps for model development and continued discovery of the 
precipitation mechanisms. 
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5. DEVELOPMENT OF HYBRID POTTS-PHASE FIELD MODEL FOR 
SIMULATION OF ZIRCONIUM HYDRIDE PRECIPITATE FORMATION 

AND ZIRCALOY-4 CLADDINGS: FUTURE DEVELOPMENT TO 
INCORPORATE MORPHOLOGY OF PRECIPITATES 

As seen in previous chapters, the hybrid model has been useful for simulating many 
aspects of δ-ZrH1.5 formation in zirconium claddings. However, it has failed to predict 
the gross reorientation behavior observed in Zircaloy-2, Zircaloy-4, ZirloTM and M5. This 
is primarily because the morphology of precipitates has not been well characterized, 
particularly in samples that have been subject to tensile hoop stresses. In this chapter, a 
methodology is presented to incorporate the morphological feature of the hydride 
precipitates into the hybrid model. While, the hybrid model will be used to obtain 
morphologies, a new strategy for modeling the hydride precipitation in Zr-based 
claddings will be proposed and explained. The new strategy will consist of a model with 
two separate components. 
1. A rate-theory model performed on a microstructure, such as the one shown in Figure 

4.15 that will predict precipitation and reorientation given local conditions such as 
temperature, composition, microstructural features such as grain boundaries and other 
characteristics such as radiation defect densities. This model will solve evolution 
equations not by direct numerical simulation of all the kinetic processes that are 
active, but rather as the rate of known kinetic processes given the local conditions in 
such a microstructure. 

2. The hybrid model will be coupled to a mechanical model that calculates local stress 
fields around precipitates for predicting morphology of precipitates at a much smaller 
scale such as that shown in Figure 3.22 by direct numerical simulation. The 
morphological characteristics found from this second part will be incorporated in the 
rate-theory model for simulation of groupings of precipitates. 

The relevant materials physics and its incorporation into such a two-part model are 
discussed next. 

5.1 Precipitate Morphology 
Fundamental morphological characterization of the hydride precipitate at the 
microstructural scale is lacking. This is primarily because microstructural 
characterization at the grain size-scale has proven to be challenging by standard SEM 
techniques. Large strains associated with the pilgering process used to fabricate claddings 
introduces very large amount of strain energy in grains making traditional methods to 
delineate grain boundaries extremely difficult (Danielson & Sutherlin, 2004). Thus 
imaging at this scale of grains and precipitates has proven to be difficult. Optical 
microscopy at the sub-mm scale is robust at imaging precipitates and TEM has yielded 
much information about individual precipitates, their crystallography and habit planes. 
However, microstructural characterization at the grain scales showing groups of 
precipitates and how they organize themselves with respect to each other is virtually non-
existent. 
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Limited evidence exists to show that δ-ZrH1.5 precipitates organize themselves to form 
larger structures that are visible optically as shown schematically in Figure 4.20 and in a 
TEM micrograph of Zr-2.5% Nb in Figure 3.20 (Bradbrook et al., 1972; Perovic et al., 
1983). However, results of the large, mesoscale simulation presented in Section 4.2 
suggest that spatial ordering of precipitates is the only way that the characteristic features 
of radial precipitates can be explained. δ-ZrH1.5 precipitates cannot form in non-basal 
planes of the parent HCP α-Zr grain. The α-Zr grains of all Zr-based claddings are 
crystallographically textured with strong alignment of the basal plane in the rolling 
direction (in the circumferential direction). Thus, only a small fraction of grains are 
aligned with their basal planes in the radial direction. This small fraction of grains that 
are aligned with their basal planes in the radial direction result in groupings of 
precipitates in grains that are separated widely and cannot form the long reoriented 
precipitate features seen in optical micrographs. This suggests that individual precipitates 
that are radially reoriented cannot result in large reoriented precipitate structures as seen 
in Figure 3.17, Figure 4.14, and Figure 4.18. Therefore, the precipitates must organize or 
stack to give the long, radially oriented precipitate features seen in these figures. 
For precipitates to arrange themselves in this fashion, there must be a thermodynamic 
driving force that promotes such an organization. It is suggested that this thermodynamic 
driving force is the strain energy associated with the volumetric dilatation that 
accompanies precipitation of δ-ZrH1.5 in α-Zr. As described in Section 3.3, there is a 
large volumetric dilatation of 17% associated with this phase transformation. The strain 
tensor for the transformation is 

𝜀 =
0.048 0 0
0 0.048 0
0 0 0.072

	
  

with the largest strain of ε33 = 0.072 occurring in the direction of the basal pole of the 
HCP α-Zr phase. The magnitudes of the strain components suggest that precipitates form 
circular platelets in the shape of a disc with the short axis of the disc aligning with the 
basal pole. However, TEM results in the literature suggest that the precipitates may be 
needle-shaped and recent high-resolution SEM images obtained by Shimskey and 
Lavender (Shimskey and Lavender, 2014) suggest the same. While, the TEM images 
show elongated needle-like precipitates all the precipitate morphological works discussed 
in section 3.2.2 describe the precipitates as platelets, so precipitates are discussed and 
analyzed with both geometries. 

Perovic and co-workers have suggested ordered precipitates in α-Zr and in other metals 
(Perovic et al., 1981) form by elastic stress-influenced nucleation, termed autocatalytic 
nucleation, and elastic stabilization. They argue the first precipitates nucleated 
heterogeneously on radiation or other defects, and once the stress field formed around the 
precipitates (Perovic et al., 1982), the locations of subsequent nucleation were determined 
by the elastic stress field forming around them (Perovic et al., 1992; Perovic & 
Weatherly, 1984). However, they did not characterize the morphology of hydrides at the 
microstructural scale that were reoriented by stress applied perpendicular to the radial 
direction. While ordering of the precipitates is seen, the stacking of precipitates as shown 
schematically in Figure 4.20 is not known to be definitively shown. 
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It is proposed in this work that the ordering of precipitates into stacks as shown in Figure 
4.20 is what appears to give the gross reorientation of hydride precipitation observed by 
optical microscopy and not reorientation of individual precipitates. The elastic stresses 
surrounding δ-ZrH1.5 precipitates will be analytically investigated to determine if there is 
a thermodynamic driving force for such stacking to occur. This will be done by using the 
Eshelby method to calculate the stress field around inclusions. 

Eshelby analysis of δ-ZrH1.5 precipitates: Eshelby (Eshelby, 1957) used analytical 
techniques to calculate the stress field produced by a phase transformation in a small 
region (inclusion) embedded within an infinite elastic medium. . He imagined an 
inclusion that is removed from its matrix. The inclusion undergoes a uniform strain due 
to the inelastic phase transformation process. A stress is applied to the surfaces of the 
inclusion so that it elastically deforms to its original dimensions. The inclusion is inserted 
back into the matrix with a strong bond between them at the interface and the stress 
applied to the inclusion surface is removed. Under these conditions, assuming that both 
the inclusion and matrix deform elastically only, they will both experience elastic stress. 
This stress field is the Eshelby solution and is ideally suited to calculate the stress field of 
a δ-ZrH1.5 precipitate forming with uniform strain in an α-Zr matrix. It has been used to 
evaluate the stress field of a single δ-ZrH1.5 precipitate in an infinite α-Zr matrix with the 
correct crystallographic orientation of the precipitate with the known strain misfit.  
This section describes the simplest case for modeling/estimating the stored elastic energy 
at the surface of a single δ-ZrH1.5 precipitate. The precipitate is assumed to have formed 
within an infinite matrix medium of zirconium. The result of precipitate formation is 
modeled as an inelastic transformation over the domain defined by the precipitate shape 
and extent. If the precipitate formation is not embedded within the infinite matrix, the 
precipitate size and shape would change due to the inelastic transformation. However, 
due the surrounding matrix, an elastic field is induced inside and outside the inclusion. 
Using the Eshelby approach, this induced elastic field can be computed and subsequently 
used to evaluate stored elastic energy due to precipitate formation. 
The precipitate is assumed to be in the shape of an ellipsoid which is parameterized by 
three length dimensions (a,b,c) along the coordinate axes x,y,z. It is also assumed that 
both the matrix and inclusion have the same isotropic elastic moduli. Values used for 
demonstration calculations are given in Table 5.1. 
Table 5.1 Isotropic inclusions: shape parameters and material moduli. The ellipsoidal 
parameters given here describe a long/needle-like precipitate. 

Property Value Units 
Young’s modulus: E 93 × 10−3 Tera Pa 
Poisson’s ratio: ν 0.28 dimensionless 
Major axis: a 0.5 µm	
  
Minor axis: b 0.05 µm 
Minor axis: c 0.05 µm 
 
This calculation is described as the ‘transformation’ problem by Eshelby. Using the 
assumptions above, the following steps are used to calculate the stored elastic energy in 
the matrix. The calculation described below provides the energy density in the matrix at 
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the surface interface between the inclusion (region where the so-called eigenstrains 𝑒!  
are given) and the matrix. 

1. For a given inclusion shape, components of the 4th order Eshelby tensor 𝑆!"#$ are 
assumed to be known. The Eshelby tensor 𝑺 can also be represented by a 6 × 6 matrix 
[𝑆] – details on calculation of [S] for particular shapes are described later in Equation 
5-5. A relationship between components of the stress-free strains 𝑒!"!  and 
components of the constrained strains 𝑒!"!  is given by the Eshebly tensor which maps 
second order tensors into second order tensors. This relationship can also be 
expressed in Voight matrix form where the transformation strain and constrained 
strain are denoted as 6 component vectors using brackets ⋅ . 

𝑒!"! = 𝑆!"#$𝑒!"!     tensor  notation, 𝑒! = 𝑆 𝑒!         Voight/matrix  notation Eq. 5-1  

2. Using the above formula, the constrained strain tensor eC is evaluated; subsequently, 
the strain in the matrix on the surface of the inclusion can be computed. The scalar 
𝑒! = 𝑇𝑟  𝐞! and deviatoric parts ′𝐞! are computed separately and recombined as 
necessary to form the full tensor. 

𝑒! 𝑜𝑢𝑡 = 𝑒! 𝑖𝑛 − !
!
!!!
!!!

𝑒! − !!!!
!!!

𝑛 ⋅ ′𝐞!𝑛     Eq. 5-2 

′𝐞! 𝑜𝑢𝑡 =   ′𝐞! 𝑖𝑛    + !
!!!

𝑛 ⋅ ′𝐞!𝑛 𝑛⨂𝑛 − ′𝐞!𝑛⨂𝑛 − 𝑛⨂′𝐞!𝑛 !!!!
!!!

𝑛 ·! 𝐞!𝑛 +
!
!
!!!!
!!!

𝑛 ⋅ ′𝐞!𝑛 𝐈− !
!
!!!
!!!

𝑒! 𝑛⨂𝑛 − !
!
𝐈       Eq. 5-3  

 

where boldface denotes tensors, ′𝐞! denotes the deviatoric tensor associated with 𝐞!, ′𝐞! 
denotes the deviatoric tensor associated with the eigenstrain 𝐞! , 𝑒! = Tr  𝐞! = 𝐈 ∶ 𝐞! 
denotes the scalar part of the eigenstrain tensor 𝐞! , 𝐈 denotes the second order identity 
tensor, 𝜈 denotes Poisson’s ratio, and 𝑛 denotes the unit normal to the inclusion surface. 
This formula (Eshelby, 1957) was derived using potential theory and provides a jump 
(difference) in strain when moving across the interface. Since the strain on one side of the 
interface is known 𝐞! 𝑖𝑛  the only unknown is the strain in the matrix 𝐞! 𝑜𝑢𝑡 . 

1. Using 𝐞! 𝑜𝑢𝑡  calculated above, the stored elastic energy 𝐽 in the matrix is evaluated: 

𝐽 = !
!
𝜅 𝑒! ! + 2𝜇!𝐞!: ′𝐞!        Eq. 5-4  

where 𝜅 denotes the bulk modulus, and 𝜇 denotes the shear modulus. 

Formulas for calculating the Eshelby tensor of an ellipsoidal inclusion are briefly 
described. When the inclusion and matrix have the same isotropic moduli, most 
components in the Eshelby tensor are zero. It is convenient to represent the Eshelby 
tensor in the form of a 6 × 6 matrix and use Voight representations for strain tensors. 

𝑆 =

𝑆!!!!
𝑆!!""
𝑆!!""
0
0
0

𝑆!!""
𝑆!!!!
𝑆!!""
0
0
0

𝑆!!""
𝑆!!""
𝑆!!!!
0
0
0

0
0
0

𝑆!"!"
0
0

0
0
0
0

𝑆!"!"
0

0
0
0
0
0

𝑆!"!"

	
   	
   	
   	
   Eq. 5-5	
  



Documentation	
  of	
  Hybrid	
  Hydride	
  Model	
  for	
  Incorporation	
  into	
  Moose-­‐Bison	
  and	
  Validation	
  Strategy	
  
August	
  15,	
  2014	
  

5-­‐5	
  
	
  

	
  

The above matrix shows that eigenstrain components (xx, yy, zz) map to the same in 𝐞! 
but do not couple to shear components in 𝐞!. Note that components of shear in the 
eigenstrain do not couple with components (xx,yy,zz), i.e. 𝑆 1: 3,3: 6 = 0 and 
𝑆 3: 6,1: 3 = 0; also note that components of shear do not couple with one another, i.e. 
𝑆 = 3,4 = 0  for example. When the eigenstrain only consists of components (xx,yy,zz) 
then there will be no shear in 𝐞!. The above matrix Equation 5-5 maps a Voight 
representation 𝑒! = 𝑒!!! , 𝑒!!! , 𝑒!!! , 2𝑒!"! , 2𝑒!"! , 2𝑒!"!  of the eigenstrain tensor 
components into a Voight representation of the constrained strain tensor 𝐞!. 

For an ellipsoidal inclusion where 𝑏 = 𝑐 < 𝑎, the following formulas can be used to 
compute the non-zero entries in the above Eshelby matrix in Equation 5-5.  
𝑆!!!! = 𝑄𝑎!𝐼!! + 𝑅𝐼! , 𝑆!!"" = 𝑄𝑏!𝐼!" − 𝑅𝐼! , 𝑆!!"" = 𝑄𝑐!𝐼!" − 𝑅𝐼!   
𝑆!!"" = 𝑄𝑎!𝐼!" − 𝑅𝐼! , 𝑆!!!! = 𝑄𝑏!𝐼!! + 𝑅𝐼! , 𝑆!!"" = 𝑄𝑐!𝐼!" − 𝑅𝐼!   
𝑆!!"" = 𝑄𝑎!𝐼!" − 𝑅𝐼! , 𝑆!!"" = 𝑄𝑏!𝐼!! − 𝑅𝐼! , 𝑆!!!! = 𝑄𝑐!𝐼!! + 𝑅𝐼!   
𝑆!"!" =

!
!
𝑄 𝑎! + 𝑏! 𝐼!" +

!
!
𝑅 𝐼! + 𝐼!    

𝑆!"!" =
!
!
𝑄 𝑎! + 𝑐! 𝐼!" +

!
!
𝑅 𝐼! + 𝐼!    

𝑆!"!" =
!
!
𝑄 𝑏! + 𝑐! 𝐼!" +

!
!
𝑅 𝐼! + 𝐼!         Eq. 5-6 

where the following formulas can be used to evaluate the above matrix entries; note there 
is an order dependence in these formulas in that some values depend upon previously 
computed values. 

 𝐼! =
!!"!!

!!!!!
!
!

!
!

!!

!!
− 1

!
! − cosh!! !

!
  

𝐼! = 𝐼!   
𝐼! = 4𝜋 − 𝐼! − 𝐼!   
𝐼!" =

!
!
!!!!!
!!!!!

   

𝐼!" =
!
!
!!!!!
!!!!!

   

𝐼!! =
!
!
!
!!
− 𝐼!" − 𝐼!"   

𝐼!" =
!
!
!
!!
− !!"

!
   

𝐼!! = 3𝐼!"   
𝐼!! =

!
!
!
!!
− 𝐼!" − 𝐼!"   

𝑄 = !
!! !!!

   

𝑅 = !!!!
!! !!!

        Eq. 5-7 

Using the Eshelby solution, the stress field in the matrix near the precipitate will be 
calculated. Next, the stress field will be incorporated into the hybrid equation of state as 

𝑬𝒉𝒚𝒃𝒓𝒊𝒅 = 𝑬𝒗 𝒒𝒊,𝑪𝒊 + 𝑱 𝒒𝒊,𝒒𝒋𝒏
𝒋!𝟏 + 𝜿𝒄(𝛁𝑪𝒊)𝟐 +

𝒀
𝟐
𝝈𝒊𝟐𝑵

𝒊!𝟏   Eq. 5-8 
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where Y is Young’s elastic modulus and σι is the Eshelby stress in pixel i. This 
modification of the hybrid Potts-phase field model will enable the solution of the stacking 
of smaller individual precipitates. 

Role of Radial Stress on Reorientation of δ-ZrH1.5 Precipitates: All Zr-based 
claddings form δ-ZrH1.5 precipitates in the circumferential orientation as shown in Figure 
3.16 and Figure 4.12 unless there is a substantial tensile hoop stress applied to the 
cladding. Many have applied tensile hoop stresses (in the direction perpendicular to the 
radial direction) to hydrogenated Zr-based claddings. Louthan and Marshall (Louthan and 
Marshall, 1963) reported no reorientation in Zircaloy at tensile hoop stresses less than 
100 MPa; above 100 MPa, reorientation increased with increasing stress. Bai et al. (Bai et 
al., 1994) reported a threshold stress of 95 to 210 MPa for Zircaloy-4 depending on 
fabrication processes with reorientation saturating at stresses of 170 to 330 MPa. Colas et 
al. (Colas et al., 2010) reported a threshold stress of approximately 85 MPa for both 
Zircaloy-4 and Zircaloy-2. While the overall reorientation of the precipitates is 
characterized by all these researchers using optical microscopy, none have looked 
carefully at the morphology to determine the arrangement or groupings of the precipitates 
to see if the individual ones have reoriented or they are stacked and grouped to appear to 
form reoriented structures at the optical scale. It is this feature of precipitate stacking that 
will be explored using the Eshelby analysis of the stress state around precipitates. 

5.2 Thermodynamics of precipitation 
The thermodynamic volumetric free energies of the different phases giving rise to the 
equilibrium phases in the Zr-H system have been extensively reviewed in Section 3.2.1. 
We have shown that ThermoCalc can be used to generate free energies that give excellent 
compositional results using the hybrid model for the precipitates and matrix in Chapters 2 
and 3. The factors that will change these free energies are temperature and additional 
components. Temperature can be easily handled by ThermoCalc and has been 
demonstrated over temperature range of 300oC to 400oC. Additional components can be 
handled to a point by ThermoCalc; however, the primary effect of the small amount of 
additives used in Zr-based claddings will be to change the shapes of the δ-ZrH1.5 and α-
Zr free energy curve minima and move them higher or lower in energy with respect to 
each other. While these will change the exact composition of the two phases in 
equilibrium with each other, it will not change the overall precipitation behavior 
significantly as reported by many (Erikson et al., 1964; Kearns, 1967; Sawatzky & 
Wilkins, 1967; Slattery, 1967; Khatamian & Ling, 1997; Khatamian et al., 1995; Pan et 
al., 1996; Une & Ishimoto, 2003). 

The thermodynamic variable that appears to have a much greater influence is the stress 
field associated with δ-ZrH1.5 precipitation. The equation of state used in the hybrid 
model has an additional term, the elastic strain energy given by the fourth term of 
Equation 5-8. We will modify the hybrid model to include the local, microstructure-
based elastic free energy term to treat the autocatalytic nucleation and growth of 
precipitates. However, neither the Potts nor phase-field models can calculate the stress 
field as a result of strains. Both are energy models and cannot solve for tensorial 
quantities such as stress or strain. So, we must couple the hybrid model to mechanics 
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model. This topic was described in the previous section and will be discussed further in 
future proposed work section. 

While the first term, the volumetric free energy is used to generate the phase stability 
diagram, it is the total free energy given by Equation 5-8 that determines the 
microstructural and compositional evolution. The resulting microstructure and 
composition are typically not exactly the same as the ones at equilibrium as the interfacial 
energies and strain energies can cause small deviations locally. For the process of interest 
in this work, precipitation of δ-ZrH1.5 in α-Zr, precipitation occurs at temperatures 
slightly below those expected from the equilibrium phase diagram when cooling from a 
higher temperature. While the chemical free energy would predict a given precipitation 
temperature, the precipitates must overcome the increase in interfacial and elastic strain 
energies associated with nucleating and growing a precipitate; thus, many have measured 
lower precipitation temperatures than predicted by the Zr-H equilibrium phase diagram. 
Une and Ishimoto (Une & Ishimoto, 2003) measured the terminal solid solubility during 
dissolution, TSSD, of hydrides using differential scanning calorimetry and reported under 
cooling of approximately 25 to 40oC in the 300 to 400oC range for precipitation. Colas et 
al. (Colas et al., 2010) measured the TSSD in Zircaloy-2 and Zircaloy-4 using neutron 
diffraction and reported very similar results as Une and Ishimoto with under coolings of 
25 to 30oC and very little sensitivity to cooling rate. Une and Ishimoto also compiled the 
TSSD published by several research groups on zirconium, Zircaloy-2, Zircaloy-4 and Zr-
2.5% NB at different cooling rates and using different methods. All showed very similar 
TSSD. Therefore for the purposes of modeling, we assume the concentration of hydrogen 
in α-Zr is that obtained by Une and Ishimoto (Une & Ishimoto, 2003) 

𝑪𝑻𝑺𝑺𝑫 = 𝟏.𝟐  ×  𝟏𝟎𝟓  𝒆𝒙𝒑 !𝟑𝟔𝟓𝟒𝟎
𝑹𝑻

       Eq. 5-9 

where R is the gas constant 8.314 J/K-mol and T is temperature in K. 

5.3 Kinetics of precipitate nucleation and growth 
The kinetics of precipitation are important for predicting the precipitation and 
reorientation as this is a non-equilibrium process occurring as the temperature is 
continuously changing. Thus, how quickly the changes occur as the temperature is 
changing is important. Before addressing the kinetics of precipitation itself, it is relevant 
to review the thermal history of drying and cooling during dry storage. The fuel assembly 
drying temperature, achieved by not applying a vacuum around the assembly for some 
time less than a day, cannot exceed 400oC per Nuclear Regulatory Commission (NRC) 
regulations (NUREG, 1997). When the fuel assembly is actively cooled again, the outer 
cladding temperature drops by 50 to 75oC in a period of a few hours to days by Hansen’s 
calculations (Hansen, 2012) as shown in Figure 3.1, and over a much longer period by 
Rashid’s calculations (Rashid & Machiels, 1997). After that the fuel assembly and 
cladding temperatures decrease very slowly at rates of a 1 to 3oC/yr. Hydride 
precipitation is a diffusional phase transformation with precipitates nucleating and 
growing. Even at early times, when the temperature drops rapidly in comparison, the rate 
of temperature change is the less than 4oC/hr.  

At these slow cooling rates, the microstructural and compositional evolution 
accompanying δ-ZrH1.5 precipitation is virtually unaffected by the temperature change. 
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The slow cooling rate ensures that the microstructure is continually reaching equilibrium 
in a quasi-static fashion. The rate-controlling parameters for growth of a nucleated 
precipitate can be either diffusion of hydrogen from the matrix to the growing surface or 
the kinetics of precipitate growth at the precipitate/matrix interface. The former is 
assumed to be the mechanism as experiments on surface hydride formation suggest it is 
diffusion controlled (Clark et al., 2013). While the kinetics may not change the 
morphology, it will influence how quickly the hydrides form and possibly the time to 
clad failure. Diffusion coefficients for H and Zr have been measured for the temperature 
range of interest here (Mallett & Albrecht, 1957; Hood, 1988). Interestingly, no 
measurable difference in diffusion of H in zirconium, Zircaloy-2 and Zircaloy-4 were 
found and furthermore, the grain size and shape were also determined not to be factors 
(Kearns, 1972). Texture, however, may be important, as Kearns has reported that the 
diffusivity is a function of crystallographic orientation in α-Zr. There is a temperature 
gradient in the claddings during cooling and a heat transport estimate also has been 
determined (Sawatzky, 1960). A more complete discussion of the diffusion coefficients 
of H diffusing in α-Zr is given in Section 4.1.1 and Figure 4.9. Here only the implications 
of these diffusion results will be discussed. 

At the temperatures of interest, the diffusion coefficient of hydrogen in α-Zr ranges from 
5×10-6 to 2×10-5 cm2/sec between 300 and 400 oC. At these diffusivities, hydrogen will 
diffuse 100 µm at 400 oC in 5 sec. and at 300 oC in 20 sec. At these very fast diffusion 
rates, precipitate growth, which requires diffusion on the order of a grain length (10 µm, 
requiring 2 sec at 300oC and 0.05 seconds at 400oC) will be, for all practical purposes, 
instantaneous with time as precipitate growth will be very fast in comparison to rate of 
cooling even during the initial period when temperature is dropping quickly. Although 
Kearns reported anisotropy in the diffusion of hydrogen in Zircaloy-2 and Zircaloy-4, the 
difference was only by a factor of 2. This only decreases the diffusion time by 2×, which 
is still too fast to be of concern in claddings that are cooling very slowly.  
Next, we consider nucleation rate. While the nucleation rate by itself has not been 
characterized, several (Root & Fong, 1996; Ells, 1968; Une & Ishimoto, 2003; Colas et 
al., 2010) have experimentally characterized the total δ-ZrH1.5 to α-Zr phase 
transformation time. Root and Fong (Root & Fong, 1996) characterized the precipitation 
and dissolution of precipitates using neutron diffraction studies in Zr-2.5% Nb. They used 
cooling rates of 0.1 to 2.5oC/min; although these cooling rates are very slow, they are 
much faster than the cooling rates of fuel claddings during dry storage. They report that 
the precipitates reach complete equilibrium within an hour or so. Obtaining neutron 
diffraction patterns requires long times, of at least an hour, so Colas et al. (Colas et al., 
2010) used synchrotron-generated X-rays which require much less time to characterize 
precipitation. They characterized precipitation at cooling rates ranging from 60 to 
3oC/min in Zircaloy-2 and Zircaloy-4 and reported reaching equilibrium in 10 to 15 
minutes with a small decrease in precipitation temperature at the high cooling rate. Une 
and Ishimoto (Une & Ishimoto, 2003) used differential scanning calorimetry to study 
precipitation behavior and reported complete precipitation occurring in 100’s of seconds 
in the temperature range of 200 to 500oC. Such a short precipitation time at cooling rates 
that are orders of magnitude faster than those observed in claddings during dry storage 
suggest that nucleation is also very fast in spent fuel cladding materials. Lastly, δ-ZrH1.5 
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precipitation in α-Zr studied experimentally was performed on unirradiated claddings. 
However, δ-ZrH1.5 precipitation in spent fuel will occur in materials that have a lot of 
irradiation defects providing nucleation sites with lower energy barriers; thus, increasing 
the nucleate rate. This point will be discussed further in the section on radiation effects. 
However, the point to be made here is that, while nucleation of δ-ZrH1.5 may be the time 
limiting step in precipitation as opposed to hydrogen diffusion, the overall time for 
precipitation to attain equilibrium, with concentrations given by Equation 5-9, is only a 
few minutes. When compared to the dry storage times and slow cooling rate of δ-ZrH1.5 
precipitation behavior in all claddings, the precipitation may be considered instantaneous. 
Kinetic evolution processes, other than precipitation, may occur. Further oxidation of 
cladding or more hydrogen uptake by the claddings during dry storage does not occur. 
The temperatures are too low for these to occur. Continued chemical interaction with the 
fuel pellets is also not significant during dry storage. However, at temperatures of 300 to 
350 oC, there will be recovery of radiation defects which can affect the strain response of 
the cladding, making the cladding more ductile as the defects recover. The radiation-
induced dislocations and their characteristics will be reviewed next. 

5.4 Radiation-induced dislocation and growth in HCP α−Zr 
A complicating factor in the phase stability, thermodynamics and kinetics of claddings is 
the irradiation damage that they sustain in reactor during service. Despite the ability of Zr 
and Zr-alloys materials to withstand high temperature and irradiation conditions for 
extended periods of time, radiation-induced phenomena such as creep, growth, hardening, 
or amorphization do occurs as irradiation damage is sustained during service in reactor. 
As explained in Chapter 2, the underlying grain structure and texture does not change due 
to radiation exposure at the temperatures experienced by claddings during reactor 
operation or drying, however, many point- and line- defects form and organize at the 
angstrom- and nano-scales which do change hydride formation and reorientation 
behavior. These will be reviewed in this section.  

Relevant at all irradiation temperatures, irradiation creep is driven by super-saturation of 
vacancies and interstitials and is responsible for climb of dislocation loops and climb and 
glide of edge dislocations. Radiation-induced growth (RIG), a volume-conserving 
distortion of materials, is among the most important mechanisms that can compromise 
the structural integrity of irradiated Zr-based materials. RIG is driven by growth of 
irradiation-induced loops in the absence of stress and tends to occur in anisotropic 
materials where the defect diffusion coefficient varies in different crystallographic planes 
(Woo and Gosele, 1983). In the HCP α- Zr phase, anisotropic defect diffusion 
coefficients exist, and interstitials show this tendency to a greater degree, with a high 
diffusion coefficient in the basal plane and a low diffusion coefficient in the prism plane 
(Frank, 1988; Pasianot and Monti, 1999; Osetsky et al., 2002). Zr-based materials are 
characterized by low stacking fault energies and predominantly two-dimensional defects 
(Choi et al., 2013). The network dislocations in the HCP α-Zr primarily have Burgers 
vectors of b=1/3<11-20> of a-type or b=1/3<11-23> of c+a-type and b=[0001] of c-type 
(Griffiths et al., 1996) as shown Figure 5.1. The latter c-component network dislocations 
have large Burgers vectors and consist of double half-planes. Irradiation results in the 
formation of dislocation loops that have a single half-plane and Burgers vectors of: 
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b=1/3<11-20> a-type, especially at low fluences and temperatures; b=1/6<20-23> c/2 + 
p-type or b=1/2[0001] c/2-type, especially at high fluences and temperatures. The latter 
radiation-induced c-component dislocations can also be produced by climb of existing c-
component network dislocations, primarily on basal planes and result in a “corduroy 
structure” shown in Figure 5.1. The climb of a-type loops occurs by interstitial capture 
and the climb of c-type loops from vacancy capture, which results in an accelerated 
growth mechanism, known as “breakaway growth.” 

 
Figure 5.1: Left: (Top) a-type dislocation in an annealed zirconium microstructure at 427oC: 
(A) 1.1×1025 n/m2; (B) 1.5×1025 n/m2. (Bottom) c-type dislocation in annealed Zircaloy-4 at 
287oC: (C) 8.5×1025 n/m2, (D) 7×1025 n/m2 (adapted from Choi et al., 2013). Right: Schematic 
representation of basal vacancy loops and interstitial prismatic loops formed in the HCP α-
phase of pure Zr and Zr alloys.  

Based on the extensive experimental work conducted on Zr-based materials, three key 
parameters have been identified to explain RIG: temperature, fluence, and materials 
variables (Zee et al., 1987; Carpenter et al., 1988; Rogerson, 1988). As the temperature 
increases, the density of dislocation loops in Zr and Zircaloy tends to decrease while the 
loop size increases. Interstitial dislocation loops tend to exhibit a circular shape 
regardless of the temperature, while vacancy loops usually adopt circular shapes for loop 
sizes < 40 nm and elliptical shapes for larger loop sizes (Choi et al., 2013). According to 
the seminal work of Northwood and co-workers (Northwood et al., 1974, 1977, 1979) on 
Zr and Zircaloys, interstitial loops dominate at temperatures below 200 oC and the 
number of interstitial and vacancy loops is the same around 200 – 250 oC. The proportion 
of vacancy loops increases to a maximum of about 70% up to 400oC and decreases to 
20% at higher temperature. Above 500oC, no radiation damage is observed because 
radiation-induced defects are annealed by relaxation (Gilbert et al. 1979). The observed 
mean loop diameter is typically in the range 8-10 nm at 350 oC and 16-23 nm at 400 oC 
(Choi et al., 2013).  
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Figure 5.2: Left: Irradiation growth in annealed iodine and zone-refined zirconium single 
crystals at 2800C (Carpenter et al., 1981; Rogerson, 1988). Right: Comparison of growth 
behavior of cold-worked zirconium and Zircaloy-2 (Zee et al., 1987). 

The effect of neutron fluence on RIG has also been extensively investigated 
experimentally for a rich variety of Zr and Zr alloys as shown in Figure 5.2. The relative 
proportions of a- and c-type dislocation loops within a given temperature range are 
determined by the irradiation dose, as well as by the presence of other microstructural 
features (e.g. grain boundaries, network dislocations, etc.). In annealed Zr single crystals, 
a-type dislocation loops density increases rapidly with increasing fluence and start 
saturating around fluences of 0.1–2×1025 n/m2. A low stationary growth rate occurs at 
fluence up to 5–6×1025 n/m2. After this stationary stage, c dislocation loops start to 
appear and growth breakaway, or accelerated growth, is observed.  
Zircaloy-2 and Zircaloy-4 irradiated with fluence up to 8.6×1025 n/m2 in the temperature 
range 280 – 322 oC were also investigated to reveal c-type dislocation loop characteristics 
(Holt and Gilbert, 1986). c-type loops were observed only with fluence above 3.0×1025 
n/m2, while a-type dislocations appeared below this neutron dose. It was also shown that 
high-density c dislocation loops are correlated with the presence of second-phase 
particles. Indeed, irradiation of Zr alloys results in the redistribution of alloying elements 
(e.g. Sn, Fe, Ni, and Cr) or impurities from second phases into the primary Zr α-phase. In 
particular, a clear connection between the creation of c dislocation loops and iron sites 
has been established (De Carlan et al., 1996). 

Materials variables in single-crystal or polycrystalline Zr and in annealed or cold-worked 
Zr alloys also impact RIG. Representative RIG behaviors, as function of the neutron 
fluence, for annealed Zr single crystals and cold-worked Zr and Zircaloy-2 are shown in 
Figure 5.2. In single-crystal Zr, RIG is rapid at the beginning and starts from the major 
sinks, i.e. interstitial dislocations and dislocation loops. At higher fluence, vacancy 
concentration increases and interstitials tend to disappear in the matrix by recombination 
with vacancies. Therefore, dislocations and dislocation loops become neutral sinks, 
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resulting in a slow-growth, stationary stage. During the last growth breakaway stage 
occurring at highest fluence, c dislocation loops are formed on the basal plane and RIG 
increases proportionately with radiation dose. In polycrystalline Zr, similar RIG trends 
are observed, but larger growth strain results due to the favorable effect played by grain 
boundaries in the growth phenomena. In Zircaloy-2 and Zircaloy-4, RIG is very similar 
to polycrystalline growth behavior. During the initial transient stage, grain size seems to 
impact the growth behavior, although this is no longer the case during stationary and 
breakaway growth. In cold-worked Zircaloys, the dislocation density is high and thus 
dislocations are major sinks in the Zr matrix, resulting in a nearly linear RIG with the 
radiation dose. In recrystallized Zircaloys, however, the low dislocation density resulting 
from annealing causes grain boundaries to become the major sink. As a consequence, the 
flux of defects to grain boundaries becomes the dominant mechanism to control RIG and 
growth occurs initially at grain boundaries. At higher fluence, RIG reaches a saturation 
stage, due to the simultaneous generation of dislocation loops and the absorption of 
interstitials by grain boundaries. As fluence further increases, more vacancy loops are 
generated, similarly as in single crystals, and RIG increases linearly with radiation dose. 

5.5 Model Adaptation to Incorporate Precipitate Morphology 
A model to simulate hydride precipitates in Zircaloy-4 was developed and demonstrated 
in Chapters 2-4. However, reorientation of the precipitates as observed by optical 
characterization was not simulated by the microstructure because the autocatalytic 
nucleation and elastically stabilized growth of the precipitates, which we now believe to 
occur in Zr-based claddings, is not incorporated into the hybrid model. We will couple 
the hybrid Potts-phase field model to a micromechanics calculation on the precipitate 
scale to incorporate the additional and necessary thermodynamic energy contribution 
resulting from the elastic strain energy associated with the dilatation accompanying δ-
ZrH1.5 formation. This will be done by using Equation 5-8 to determine the total free 
energy of a δ-ZrH1.5 precipitate forming in an α-Zr matrix including the elastic strain 
energy as a function of precipitate size. The stress in each site σi around a precipitate of a 
given size and shape will be calculated using the Eshelby solution as explained in Section 
5.1. The total free energy will be minimized using the hybrid methodology by evolving 
both the microstructure by phase transformation from α-Zr to δ-ZrH1.5 and the 
accompanying compositional field to find the equilibrium configuration of precipitates 
shape and morphology in simple configurations as explained in previous chapters. These 
results will be incorporated into a rate-theory model described next. 
Whereas the hybrid model is a direct numerical simulation of the entire microstructural 
and compositional evolution, the rate theory model will be a model that gives a detailed 
3D microstructure and composition of individual δ-ZrH1.5 precipitates in a 
polycrystalline, pilgered α-Zr with texture, radiation damage and other relevant features. 
The underlying microstructure for the rate theory model is identical to the hybrid; the 
spin at each lattice site will identify that site as belonging to either a δ-ZrH1.5 precipitate 
or to a α-Zr grain of a particular crystallographic orientation. The crystallographic 
orientation of δ-ZrH1.5 precipitate will be determined by its parent α-Zr grain as (0001) α-
Zr//(111) δ-ZrH1.5. Associated with each site is a composition corresponding to the 
concentration of hydrogen in that pixel. The starting microstructure will be identical to 
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those described in Chapters 3 and 4, the underlying grain structure of the Zr-based 
claddings with a uniform distribution of dissolved hydrogen that is supersaturated when 
cooled to the simulation starting temperature, just after drying. The first sites to be 
nucleated will be attempted by a pre-determined rate function that is based on known 
nucleation behavior such as dislocation loops serving as nucleation sites with a higher 
frequency of these loops at grain boundaries or some other physical mechanism. Once a 
few nuclei have nucleated, the subsequent ones will be nucleated with the results of the 
hybrid model that incorporates micro-mechanical state of the precipitates and the matrix 
surrounding it. As these nuclei form, the total hydrogen content in the nuclei and matrix 
will be adjusted to conserve mass of H and Zr. The rate of the nucleation growth will be 
considered very fast compared to the cooling rate with precipitates coming to equilibrium 
with 15 to 30 min as justified in Section 5.3. The continued nucleation and growth of 
nuclei will stop when the overall concentration of hydrogen in the α-Zr matrix is depleted 
to the concentration given by Equation 5-9. The growth of individual precipitates will 
stop when the size of the precipitates reaches the elastically stabilized size calculated by 
the hybrid with micro-mechanics incorporated in it. As the temperature drops during dry 
storage due to the decay of radioactive materials, the further nucleation and/or growth of 
precipitates will be determined at temperature increments ranging from 1 to 5 oC. The 
corresponding hybrid model simulations with micro-mechanical state will be performed 
at this new lower temperature to obtain the size and shape of the precipitates with the 
elastic materials constants and other conditions at the new temperature. In this way, the 
continuous evolution of hydride precipitate formation and reorientation will be simulated. 

Rather high tensile hoop stresses ranging from 100 to 200 MPa are required in Zr-based 
claddings to obtain reorientation. The large simulation results presented in Chapter 3.2.2 
show that reorientation of precipitates is not possible in the textured materials when no 
micro-mechanical stress accompany phase transformation. These results combined with 
many experimental results suggest that the stress state in and around the individual 
precipitates and the applied tensile hoop stress are necessary to stack and group 
precipitates to give the type of reorientation observed by optical techniques in Zr-based 
claddings. These stress effects of applied hoop stresses and how they influence nucleation 
and growth of precipitates will be investigated using the hybrid model that incorporates 
micro-mechanics. This behavior will be incorporated into the rate theory model by 
modifying the location of nuclei and their growth rates in response to the applied hoop 
stress of different magnitudes. 

5.6 Discovery and Validation Experiments  
To support the model, understanding of several key phenomena is critical; foremost of 
these is the characterization of δ-ZrH1.5 precipitates at the grain scale where many tens of 
precipitates can be imaged. As explained, we suspect that the alignment and spacing of 
the precipitates is a critical feature of δ-ZrH1.5 precipitation and reorientation. Within 
individual grains, the precipitates are not only expected to orient themselves along the 
basal plane, but also order themselves in regularly spaced arrangements to form long 
strings of precipitates. They form in the circumferential direction when there is no stress 
or a small stress applied; they stack with the long edges on top of each other when there 
is large hoop stress. Experiments to support this are critical. 
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The underlying microstructure and texture of Zircaloys, ZirloTM and M5 claddings is a 
critical feature of reorientation. Characterizing these would increase the ability to predict 
δ-ZrH1.5 precipitation orientation by enabling the simulation of crystallographic 
alignment of the precipitates. Furthermore, grain boundaries are the preferred sites for 
some claddings, thus characterizing the grain structure and size is important for 
predicting these features. 

A substantial tensile hoop stress is a necessary condition for precipitates to reorient 
themselves. Characterizing the stress on the cladding as a function of burn-up is another 
parameter that would aid greatly in predicting the reorientation of the δ-ZrH1.5 
precipitates. 
Much of the experimental characterization requested can be obtained from unirradiated 
samples that are just hydrogenated. While some features of nucleation and growth will be 
changed by radiation damage, an understanding of the overall morphology of precipitates 
and how they align themselves would be very helpful to design the model as well as to 
validate it under matching conditions. 

5.7 Summary and Conclusions 
A key validation exercise did not yield the reorientation results seen in Zircaloy-4 when 
large (>100 MPa) tensile hoop stresses are applied.  The model is thought to have failed 
in this one respect because the morphology of the long string-like precipitates that form 
the reoriented feature is thought to consist of precipitates of the same orientation as the 
ones that form when no stress is applied, but stacked in a way that the overall precipitates 
appear to have rotated in response to the tensile hoop stress.  This stacking behavior is 
thought to originate from the dilatation that accompanies precipitate formation, resulting 
in both precipitate and matrix being under elastic stress.  A methodology to determine 
these elastic stresses is proposed using the Eshelby solution.  The hydride precipitation 
model that is the hybrid Potts-phase field model will be modified to incorporate the 
elastic strain energy in and around the precipitates in the equation of state. The hybrid 
model with micro-mechanical thermodynamics will be used to simulate the nucleation 
and growth of precipitates in a small microstructure consisting of a few grains.  The 
alignment and ordering of the precipitates will be characterized as a function of grain 
orientation and applied stress.  
For predicting hydride formation and reorientation in a large microstructure consisting of 
hundreds or even thousands of grains, a rate-theory model is proposed.  This model will 
incorporate the results from the hybrid model with micro-mechanics to align groups of 
precipitates under different conditions.  The actual precipitation and growth of the 
precipitates will be simulated by developing rate equations of all the active processes 
such as nucleation rates as a function of local composition, temperature and defect 
structure, growth of the precipitated until they are either elastically stabilized or the 
hydrogen dissolved in the Zr-matrix is exhausted.  The role of thermodynamics, kinetics 
and radiation damage on precipitation was reviewed and their incorporation in the model 
was explained.   
With the two-part model, i.e. the hybrid model with micro-mechanics and the rate theory 
model, the entire precipitation behavior in all Zr-based cladding will be simulated and 
predicted.  We have also requested specific experiments to aid in the development and 
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validation of the model. The most important of these requests is the morphological 
characterization of the precipitates, which would be used to validate the predictions of the 
model. 
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